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Control and Systems Engineering Department in brief 
 

Foundation:  
The department of Control Systems Engineering was established in 1975, the 

year of the establishment of the University of Technology. It was then the first one of 
its kind in Iraq as well as in the Middle East region. The goal of the department is to 
introduce advanced control technology to advance the industry in Iraq. The 
department is concerned with the study of various engineering systems that involve 
electrical, mechanical, hydraulic, and pneumatic components. Typical application 
fields are steel mills, automobile industries, refineries, computer control, robotics, 
automation…etc. 

 
Aims:  

The department aims are to:- 
(1) Prepare engineering graduates fully equipped with the fundamentals of 

modern technology in Control and Systems Engineering to meet the 
requirements of the Iraqi industry.  

(2) Deal with scientific research projects in Control and Systems Engineering. 
(3) Give full technical consultancy to the industrial sector. 
(4) Provide continuing education programs in the field of Control and Systems 

Engineering. 
 

Main branches:  
Currently the department has three branches: 
a. Control Engineering Branch. 
b. Computer Engineering Branch. 
c. Mechatronics Engineering Branch. 
Students are streamed to one of the above specializations starting from the Third 

Year. 
 
Undergraduate studies:  
Due to the large request for admission to the department, and limited resources, the 
department has adopted a policy to accept only the highly qualified students. The 
number of students admitted and graduated over the years (1977-2010) is: 3020; 
(control and systems Engineering 1589, control Engineering 600, Computer Engineering 652 
and Mechatronics Engineering 179). Evening classes began in the academic year (1997-
1998). The number of students graduated over the years (1997-2010) is 521; (Control 
Engineering 254, Computer Engineering 240 and Mechatronics Engineering 27). 
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Postgraduate studies:  
Postgraduate  studies  began  in  1976  to  provide  highly  qualified  specialists.  The 
department offers the following postgraduate studies: 

1. M.Sc. in Control Engineering. 
2. M.Sc. in Computer Engineering. 
3. M.Sc. in Mechatronics Engineering. 
4. Ph.D. in Control Engineering. 
5. Ph.D. in Computer Engineering. 
6. Ph.D. in Mechatronics Engineering. 

 
The  number  of  students  admitted  and  graduated  over  the  years  (1976‐2010)  is: 
Higher  Diploma  65  (Applied  computers  65);  Master  249  (Measurements  and  Control 
Engineering  81,  Electronic  Computers  Engineering  58,  Control  Engineering  25,  Computer 
Engineering  38  and Mechatronics  Engineering  47); Doctorate  23  (Control  and  Computers 
Engineering    4,  Control  Engineering  5,  Computer  Engineering  11  and  Mechatronics 

Engineering  3).  The  admission  to  postgraduate  studies  requires  that  the  applicants 
must  have  a  B.Sc.  degree  either  in  Control  Systems  Engineering,  Computer 
Engineering or Mechatronics Engineering. The applicant’s average grade should not 
be less than 65% or at least he should be within the top quarter of graduates in his 
department.  
 
Research interests:  

The scientific  research  in  the department  is concerned with all branches of 
Control  Engineering,  robotics,  mechatronics  and  process  control  using  advanced 
computer  systems  and  techniques. There  is  a particular  interest  in  research  areas 
concerned with Computer Engineering, neural networks, artificial intelligence, expert 
systems and fuzzy logic applications.    
 
The following are typical research activities: 

 Stability  and  control  characteristics  of microprocessor  controlled  brushless 
machine for servo drive. 

 Synchro digitizer. 

 A PC‐based CNC machine controller. 

 Kalman  estimator  design  for  the  boiler  drums  temperature  differentials 
during start up. 

 Static  state  estimation  and  neural  network  application  to  the  continuous 
monitoring of charge temperature in induction furnaces. 

 Estimation of immeasurable molten metal temperature in induction furnaces 
by Kalman filtering estimation technique. 

 Enhancement  of  boiler  drum  water  level  sensor  for  Al‐Mussaib  thermal 
power station. 

 Neural network application to drum water level sensing of steam boilers. 

 PID controller with on‐line Neuro‐Tuner for a pressure process. 

 PID controller with on‐line Fuzzy‐Tuner for a pressure process. 

 Gear flexibility effect on the dynamic response of spur gears system. 

 Gear flexibility effect on the dynamic load factor. 
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 On‐line  collision‐free motions  for  kinematically  redundant manipulators  in 
constrained configuration space. 

 Development of high performance parallel computers system based on LAN. 

 Design and implementation of reliable wireless network. 

 Simulation of autopilot design using variable structure systems. 

 Real time kernel for process control. 

 Implementation of a telemetry protocol for packed switch satellite service. 

 Increase the GPS performance accuracy and its military applications. 
 
Laboratories:  

There  are many  specialized  laboratories  in  the  department  to  support  the 
teaching and training of the students. The  labs prepare students to deal effectively 
and efficiently with practical engineering aspects. Each laboratory can accommodate 
up  to  20  students  at  one  time.  These  laboratories  include:  Digital  Techniques, 
Personal  Computer,  Control,  Computer  Control,  Process  Control,  Components, 
Electronics, Electrical, Mechatronics, Research, Communication, Computer Networks 
and Microprocessor Labs. 

 
Relationship with industry:  

The  department  has  a  good  relationship with  industrial  establishments  to 
carry out scientific research projects, consultations, teaching and joint‐supervision of 
postgraduate  students,  especially  in  oil  refineries,  Electricity  Board  and  heavy 
industries. 
 
Scientific conferences:  

The department encourages  its staff to participate  in scientific seminars and 
conferences  held  inside  the  country  and  abroad.  The  department  has  organized 
seminars and conferences,  the  last of which was held  in  the academic year  (2000‐
2001). 
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POSITIVELY INVARIANT SETS IN SLIDING MODE CONTROL 

THEORY WITH APPLICATION TO SERVO ACTUATOR SYSTEM 

WITH FRICTION 

 
Dr. Shibly Ahmed Al-Samarraie 

Control and Systems Engineering Department 

University of Technology 

dr.shiblyahmed@yahoo.com 

 

Abstract 

In this paper two invariant sets are 

derived for a second order nonlinear affine 

system uses a sliding mode controller. If the 

state started in these sets it will not leave it 

for all future time. The invariant set is found 

to be function to the initial condition only, 

from which the state bound is estimated and 

used when determining the gain of the sliding 

mode controller. This step overcomes an 

arithmetic difficulty that consists of 

calculating suitable controller gain value that 

insures the attractiveness of the switching 

manifold. Also, by using a differentiable 

form for the approximate signum function in 

sliding mode controller formula, the state 

will converge to a positively invariant set 

rather than the origin. The size of this set is 

found to be function to the parameters that 

can be chosen by the designer, thus, it 

enables us to control the size of the steady 

state error. The sliding mode controller is 

designed to the servo actuator system with 

friction where the derived invariant sets are 

used in the calculation of the sliding mode 

controller gain. The friction model is 

represented by the major friction 

components; Coulomb friction, the Stiction 

friction, and the viscous friction. The 

simulation results demonstrate the rightness 

of the derived sets and the ability of the 

differentiable sliding mode controller to 

attenuate the friction effect and regulate the 

state to the positively invariant set with a 

prescribed steady state error. 

 

 

Keywords: Positively Invariant Set, Sliding 

Mode Control, Servo Actuator System, 

Friction Model. 

1-Introduction 

In this paper we are interested mainly to 

answer the following: Consider the second 

order affine system with sliding mode 

controller 
𝑥 = 𝑓 𝑥 + 𝑔 𝑥 ∗  −𝑘 ∗ 𝑠𝑔𝑛(𝑠) , 𝑠 = 𝑠(𝑥) 

Then, for a certain controller gain valuek, 

what is the area around the origin such that if 

the state initiated inside this region, it will 

not leave it and the origin is an attractive 

point. This area is known as the area of 

attraction. 

The area of attraction forms the so called the 

positively invariant set. The set notion 

appears in control theory when we 

considered three aspects, which are crucial in 

control systems design, these are: constraints, 

uncertainties, and design specifications [1]. 

For the sliding mode controller  

𝑢 = −𝑘 ∗ 𝑠𝑔𝑛 𝑠  , 𝑘 > 0 

the main design step is the calculation of  an 

appropriate value for the controller gain𝑘. 

This point is important since a large gain 

value may lead to the chattering problem.  So 

a better estimate to gain value, may help in 

reducing the amplitude of the chattering 

behavior (the chattering behavior is 

frequently appears in sliding mode control 

system for many reasons such as the non 

ideality of the switching process [2]). In fact, 

this work is an issue in thisdirection. 

Furthermore, many methods are used 

toeliminate the chattering in sliding mode 

control system (see [2]&[3]), but the simplest 

Paper Reference: ECCCM 10/16 
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method is introduced by Sloten J. J. [4], 

where the segnum function is replaced by a 

saturation function. This approximate sliding 

mode controller introduces a positively 

invariant set around the origin and its size 

determined by the design parameters [5]. 

Khalil H.K. [5], derives the invariant set 

formed by the sliding mode controller that 

uses the saturation function as suggested by 

Sloten. The saturation function is a 

continuous but not differentiable function; 

and for this reason we are interested in 

replacing the segnum function by a 

continuous and differentiable function, and 

then derive the positively invariant set 

formed by the approximate sliding mode 

controller. 

 In recent application of control 

theory, many dynamical systems modeled as 

interconnected systems where the state of the 

upper system is unaffected by the actual 

controller [6]. For this system type a virtual 

controller is used to control the upper system 

if the system be in a certain form to enable 

the application of the so called the 

Backstepping approach. So, the presence of 

the disturbances in the upper system will lead 

to the non-matching property for the control 

system. The situation becomes more 

complicated if the disturbances are 

nonsmooth. This situation makes us use the 

arc tan function (the continuous and 

differentiable function), which may be used 

as a virtual controller for the interconnected 

system, and derive for it the positively 

invariant set. The servo actuator system is 

one of the interconnected system models, 

where the torque that actuates the mechanical 

system is not the actual input (for a D.C. 

motor the voltage is the actual servo actuator 

system input). Therefore, we select this 

system to design the sliding mode controller 

with the aid of the derived positively 

invariant sets.  

2-Invariant Set 

The terminologies of the invariant and 

positively invariant set are definedin this 

section,wherewe refer mainly to the excellent 

reference [5]. So, consider the second order 

autonomous system  

𝑥 = 𝑓 𝑥                                                      (1) 

Where 𝑥 ∈ ℛ2and𝑓 𝑥 is a locally Lipschitz 

map from a domain 𝐷 ⊂ ℛ2 into ℛ2. Let 

𝑥(𝑡)be a solution to the second order 

autonomous system in equation (1) and also 

let 𝑥 = 0be an equilibrium point; that 

is𝑓 0 = 0.Now, the set 𝑀, with respect to 

the system in equation (1), is said to be 

invariant setif 

𝑥 0 ∈ 𝑀 ⇒ 𝑥 𝑡 ∈ 𝑀,   ∀𝑡 ∈ ℛ 

It means that: if 𝑥 𝑡  belongs to 𝑀 at some 

time instant, then it belongs to 𝑀for all future 

and past time, i.e., it will never come from a 

region outside it or leave it for all future 

time. A set 𝑀 is said to be a positively 

invariant setif  

𝑥 0 ∈ 𝑀 ⇒ 𝑥 𝑡 ∈ 𝑀,   ∀𝑡 ≥ 0 

In this case the state may be come from 

outside the positively invariant set but will 

never leave for all future time. We also say 

that 𝑥 𝑡  approaches a set 𝑀 as 𝑡approaches 

infinity, if for each 𝜀 > 0there is 𝑇 > 0 such 

that  

dist 𝑥 𝑡 , 𝑀 < 𝜀, ∀𝑡 > 𝑇 

where dist 𝑥 𝑡 , 𝑀  denotes the distance 

from a point 𝑥 𝑡 to a set M.The positive 

limit point is defined as the limit for the 

solution 𝑥(𝑡)when thetime approaches 

infinity. The set of all positive limit points of 

𝑥 𝑡 is called the positive limit set of 𝑥 𝑡 . 

Accordingly, the asymptotically stable 

equilibrium is the positive limit set of every 

solution starting sufficiently near the 

equilibrium point, while the stable limit cycle 

is the positive limit set of every solution 

starting sufficiently near the limit cycle. The 

solution approaches the limit cycle as 𝑡 → ∞. 

The equilibrium point and the limit cycle are 

invariant sets, since any solution starting in 

either set remains in the set for all 𝑡 ∈ ℛ. 

Moreover, let the set of positively limit set 

for a point 𝑝 denoted by the 𝜔limit set of 𝑝, 
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namely𝜔 𝑝 , then some properties of  it are 

stated in the following fact [7]: 

Let 𝑀 be a compact, positively invariant set 

and 𝑝 ∈ 𝑀, then 𝜔 𝑝 satisfies the following 

properties: 

1. 𝜔 𝑝 ≠ ∅, that is, the 𝜔 limit set of a point 

is not empty. 

2. 𝜔 𝑝  is closed. 

3. 𝜔 𝑝  in a positively invariant set. 

4. 𝜔 𝑝  is connected. 

This fact, in later sections, will be helpful in 

determining the behavior of the state 

trajectory when it is initiated in a positively 

invariant set. 

3-The First Positively Invariant Set 

In the following analysis, the first invariant 

set for a second order system that use a 

sliding mode controller is estimated. 

Consider the following second order affine 

system 

𝑥 1 = 𝑥2 

𝑥 2 = 𝑓 𝑥 + 𝑔 𝑥 𝑢 , 𝑔 𝑥 > 0                 (2) 

Let the controller in equation (2) is the 

sliding mode controller 

𝑢 = −𝑘sgn 𝑠  , 𝑠 = 𝑥2 + 𝜆𝑥1 , 𝜆 > 0       (3) 

Where 𝑠 is the switching function which it is 

selected such that the system at the switching 

manifold (𝑠 = 0) is asymptotically stable. 

The main idea behind the selection of the 

sliding mode controller gain 𝑘 is that the 

switching manifold will be attractive. To do 

that we use the following 

nonsmoothLyapunov function 

𝑉 =  𝑠                                                         (4) 

The switching manifold is guaranteed to be 

attractiveness if the derivative of the 

Lyapunov function is negative. 

Consequently,  

𝑉 = 𝑠 ∗ sgn 𝑠  

=  𝑓 𝑥 − 𝑔 𝑥 𝑘 ∗ sgn 𝑠 + 𝜆𝑥2 sgn 𝑠  

= − 𝑔 𝑥 𝑘 −  𝑓 𝑥 + 𝜆𝑥2 ∗ sgn 𝑠        (5) 

Now if 𝑘 is chosen such that 𝑉 < 0,  then the 

switching manifold is attractive. Thus, 

𝑘 > max  
𝑓 𝑥 +𝜆𝑥2

𝑔 𝑥 
 = 𝑕                              (6) 

If 𝑘 satisfy the inequality (6), then𝑠 = 0is 

asymptotically stable. In fact satisfying 

inequality (6) is the main calculation problem 

during design process. Formally, we may use 

a large gain value to ensure satisfying (6), 

and consequently the area of attraction 

becomes large. But the gain cannot be chosen 

freely without limit due to the control 

saturation. Accordingly, the gain value 

determined directly the area of attraction 

size. In this work, we aim to find the 

invariant set for a second order system that 

use the sliding mode controller as given in 

(3), such that when the state initiated in it 

will never leave for all future time. Hence, 

the gain is calculated depending on the 

invariant set size and the region of attraction 

will include at least the invariant set. In 

literature, the existence of the invariant set is 

assumed (by assign the maximum state 

value) and accordingly the sliding mode 

controller gain is calculated. In this case the 

sliding controller will be able to force the 

state toward the switching manifold at least 

when it initiated in this invariant set. 

However, the gain value may be large and 

again the saturation problem arises. Other 

designer, uses a certain gain value in the 

design of sliding controller and, may be, by 

doing extensive simulations they prove that 

the area of attraction will include the nominal 

initial conditions for a certain application [8]. 

 To find the invariant set, we need to 

derive its bounds. The first bound on the 

invariant set is derived by using the 

Lyapunov function given in equation (4). 

Suppose that we use a certain value for the 

gain𝑘, and then there is a certain basin of 

attraction such that the time rate of change of 

the Lyapunov function is less than zero, 

namely 

𝑉 < 0 ⇒ 𝑉 𝑡 − 𝑉 𝑡𝑜 < 0 
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or 
 𝑠 𝑡  −  𝑠 𝑡𝑜  < 0 

Therefore the switching function level is 

bounded by: 

∴  𝑠 𝑡  <  𝑠 𝑡𝑜   , ∀𝑡 > 𝑡𝑜                         (7) 

Of course the inequality (7) hold due to the 

action of the sliding mode controller with 

gain 𝑘. However, the inequality (7) shows 

that the state will lie in a region bounded by 

−𝑠 𝑡𝑜 < 𝑠 𝑡 < 𝑠 𝑡𝑜  , ∀𝑡 > 𝑡𝑜  

but without assign the equilibrium  point 

with respect to the switching function. So we 

need to show that, as it is known, that the 

switching manifold is an asymptotically 

equilibrium manifold due to the sliding mode 

controller. To prove the stability of 𝑠 = 0, 

the time derivative of the switching function 

is found firstwhen 𝑘 satisfy inequality (6), as 

follows: 

𝑠 = 𝑥 2 + 𝜆𝑥 1 = 𝑓 𝑥 − 𝑔 𝑥 𝑘𝑠𝑔𝑛 𝑠 + 𝜆𝑥2 

⇒ 𝑠 = −𝛽 𝑥 𝑠𝑔𝑛 𝑠   ,   0 ≤ 𝛽 𝑥  

Now, we return to the Lyapunov function, 

equation (4), to find its derivative as: 

𝑉  𝑠 = 𝑠 ∗ 𝑠𝑔𝑛 𝑠  

⇒ 𝑉  𝑠 = −𝛽 𝑥 < 0 

Since 𝑉 0 = 0 and 𝑉  𝑠 < 0  in the 

set 𝑥 ∈ ℛ2: 𝑠 ≠ 0 , then 𝑠 = 0 is 

asymptotically stable (theorem 4-1 in 

reference [5]). Moreover, we must note that 

the solution of the dynamical system in (7) at 

the switching manifold does not exist [9]. 

This is due to the discontinuity in sliding 

mode controller formula. Ideally the state 

will slide along the switching manifold to the 

origin, i.e., the state trajectory will identify 

the switching manifold until it reaches the 

origin. Therefore, the bound given in the 

inequality (7) becomes: 

0 ≤  𝑠 𝑡  <  𝑠 𝑡𝑜   
⇒ 0 ≤ 𝑠 𝑡 ∗ 𝑠𝑔𝑛 𝑠 < 𝑠 𝑡𝑜 ∗ 𝑠𝑔𝑛 𝑠𝑜  

But in sliding mode control 𝑠𝑔𝑛 𝑠 =
𝑠𝑔𝑛 𝑠𝑜  , ∀𝑡 > 𝑡𝑜 , thus, 

0 ≤ 𝑠 𝑡 ∗ 𝑠𝑔𝑛 𝑠 < 𝑠 𝑡𝑜 ∗ 𝑠𝑔𝑛 𝑠         (8) 

Accordingly we have  

0 ≤ 𝑠 𝑡 < 𝑠 𝑡𝑜 for𝑠 > 0 

0 ≥ 𝑠 𝑡 > 𝑠 𝑡𝑜 for𝑠 < 0                          (9) 

In words, inequality (9) shows that if the 

state initiated in the positive side of the 

switching manifold, then the state will stay in 

an open region bounded by 𝑠 = 𝑠 𝑡𝑜  and 

𝑠 = 0∀𝑡 > 𝑡𝑜 . The same thing is happened if 

the state initiated with negative switching 

function level. Inequality (9) is the first 

bound; the second is derived here for 𝑥1 as 

follows: 

𝑥 1 + 𝜆𝑥1 = 𝑠 𝑡  

⇒ 𝑑 𝑒𝜆𝑡𝑥1 𝑡  = 𝑒𝜆𝑡 𝑠 𝑡 𝑑𝑡 

or 

𝑒𝜆𝑡𝑥1 𝑡 − 𝑥1 𝑡𝑜 =  𝑠 𝜏 𝑒𝜆𝜏

𝑡

𝑡𝑜

𝑑𝜏 

By taking the absolute for both sides and 

considering the inequality (7), we obtain 

 𝑒𝜆𝑡𝑥1 𝑡  −  𝑒𝜆𝑡𝑜𝑥1 𝑡𝑜  

≤  𝑒𝜆𝑡𝑥1 𝑡 − 𝑒𝜆𝑡𝑜𝑥1 𝑡𝑜   

=   𝑠 𝜏 𝑒𝜆𝜏

𝑡

𝑡𝑜

𝑑𝜏 ≤   𝑠 𝜏  𝑒𝜆𝜏

𝑡

𝑡𝑜

𝑑𝜏 

≤  𝑠 𝑡𝑜   𝑒𝜆𝜏

𝑡

𝑡𝑜

𝑑𝜏 =
 𝑠 𝑡𝑜  

𝜆
 𝑒𝜆𝑡 − 𝑒𝜆𝑡𝑜 

⇒  𝑒𝜆𝑡𝑥1 𝑡  ≤ 

 𝑒𝜆𝑡𝑜𝑥1 𝑡𝑜  +
 𝑠 𝑡𝑜  

𝜆
 𝑒𝜆𝑡 − 𝑒𝜆𝑡𝑜  

⇒  𝑥1 𝑡  ≤  𝑥1 𝑡𝑜  𝑒
−𝜆 𝑡−𝑡𝑜 

+
 𝑠 𝑡𝑜  

𝜆
 1 − 𝑒−𝜆 𝑡−𝑡𝑜   

∴  𝑥1 𝑡  ≤ 𝑚𝑎𝑥   𝑥1 𝑡𝑜   ,
 𝑠 𝑡𝑜  

𝜆
           (10) 
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The result in the inequality (10) is a 

consequence of the convexity of the set 

Ψ =  𝑥1 𝑡 : 𝑥1 𝑡 = 𝜇 𝑥1 𝑡𝑜    

 + 1 − 𝜇 
 𝑠 𝑡𝑜  

𝜆
, 0 ≤ 𝜇 ≤ 1  

In this case the maximum element of the set 

is at 𝜇 = 0 or at 𝜇 = 1. Therefore the 

invariant set is bounded by the inequalities 

(9) and (10) in terms of the initial condition 

only and hence, the invariant set is given by: 

Θ =  𝑥 ∈ ℛ2: 0 ≤ 𝑠 𝑡 𝑠𝑔𝑛 𝑠 < 𝑠 𝑡𝑜 𝑠𝑔𝑛 𝑠 ,

 𝑥1 𝑡  ≤ 𝑚𝑎𝑥   𝑥1 𝑡𝑜  ,
 𝑠 𝑡𝑜  

𝜆
                 (11) 

The figure below plot the invariant set in the 

phase plane and one can find geometrically 

that the bound for 𝑥2 𝑡  inside Ψis 

 𝑥2 𝑡  ≤ 𝑚𝑎𝑥  𝑥2 𝑡𝑜   ,  𝑠 𝑡𝑜               (12) 

 

Figure (1): Positively Invariant Set. 

4-The Second Positively Invariant Set 

In classical sliding mode control theory, there 

exist a trivial invariant set. This set is the 

origin of the state space where the controller 

regulates the state to it and kept make the 

state there for all future time. The sliding 

mode control that does the above task is a 

discontinuous control and it may lead to the 

chattering problem. Many solutions to the 

chattering problem are exist in the literatures 

(see references [2], [3] and [10]). A simplest 

method to remove chattering is by replacing 

the segnum function, which it used in sliding 

mode controller, by an approximate form. 

This idea is first introduced by J.J. Sloten in 

[4] by using the saturation function instead of 

the signum function. Later, many other 

approximate segnum functions are used to 

remove chattering as found in reference [11]. 

However, when replacing the signum 

function the state will not be regulated to the 

origin, instead it will regulated to a certain 

set around the origin known as the positively 

invariant set. The size of this set is 

determined by the design parameters and the 

approximation form. In the present work the 

signum function is replaced by the arc tan 

function, namely 

𝑠𝑔𝑛𝑎𝑝𝑝𝑟𝑜𝑥 . 𝑠 =
2

𝜋
𝑡𝑎𝑛−1 𝛾𝑠 (13) 

Where 𝑡𝑎𝑛−1 𝛾𝑠  is a continuously 

differentiable, odd, monotonically increasing 

function with the properties: 

𝑡𝑎𝑛−1 0 = 0, lim 𝑠 →∞ 𝑡𝑎𝑛−1 𝛾𝑠 =

lim𝛾→∞ 𝑡𝑎𝑛−1 𝛾𝑠 =
𝜋

2
𝑠𝑔𝑛 𝑠 and𝑠𝑔𝑛 𝑠 ∗

𝑡𝑎𝑛−1 𝛾𝑠 = 𝑡𝑎𝑛−1 𝛾 𝑠  ≥ 0 

Accordingly, the sliding mode controller, 

given in equation (3), becomes 

𝑢𝑎𝑝𝑝𝑟𝑜𝑥 . = −
2𝑘

𝜋
𝑡𝑎𝑛−1 𝛾𝑠                       (14) 

Now, let us state the following, and then 

prove it: 

When the sliding mode controller use the 

approximate signum function as given in 

equation (13), and the controller gain satisfy 

the inequality (6), then the state will be 

regulated to a positively invariant set defined 

by  

Δ𝛿 =  𝑥 ∈ ℛ2:  𝑥1 <
𝛿

𝜆
,  𝑠 ≤ 𝛿 (15) 

To prove that Δ𝛿  is a positively invariant set 

for a second order affine system (equation 

(3)), we return to use the Lyapunov function 

in equation (4) which has the time rate of 

change  

𝑉 =  𝑓 𝑥 − 𝑔 𝑥 
2𝑘

𝜋
𝑡𝑎𝑛−1 𝛾𝑠  +𝜆𝑥2  𝑠𝑔𝑛 𝑠  

= −  𝑔 𝑥 
2𝑘

𝜋
𝑡𝑎𝑛−1 𝛾 𝑠  

−   𝑓 𝑥 + 𝜆𝑥2 ∗ sgn 𝑠    

For the switching manifold to be attractive 𝑉  
must be less than zero, 
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namely− 𝑔 𝑥 
2𝑘

𝜋
𝑡𝑎𝑛−1 𝛾 𝑠  −

 𝑓 𝑥 + 𝜆𝑥2 ∗ sgn 𝑠  < 0 

⇒
2𝑘

𝜋
𝑡𝑎𝑛−1 𝛾 𝑠  > 𝑚𝑎𝑥  

𝑓 𝑥 + 𝜆𝑥2

𝑔 𝑥 
 = 𝑕 

or 

𝑘 >
𝜋𝑕

2𝑡𝑎𝑛 −1 𝛾 𝑠  
                                         (16) 

Now, let  𝑠 = 𝛿 be the chosen boundary 

layer, then inequality (16) reveals, for a 

certain 𝛾, that: for any 𝛿 there is  𝑘, such that 

the state will be regulated to an open region 

given by 

Γ =  𝑥 ∈ ℛ2:  𝑠 < 𝛿                               (17) 

Accordingly, the gain 𝑘 will be  

𝑘 =
𝛼𝜋𝑕

2𝑡𝑎𝑛 −1 𝛾𝛿 
   , 𝛼 > 1                            (18) 

In addition, to determine𝛾, equation (18) may 

be written as: 

𝑘 = 𝛼𝑕𝛽,    𝛽 > 1                                     (19) 

provided that; 

𝛾𝛿 = 𝑡𝑎𝑛
𝜋

2𝛽
                                              (20) 

The next step in the determination of the 

invariant set Δ𝛿  is to found the boundary 

with respect to 𝑥1 insideΓ. This is done by 

using the following Lyapunov function 

𝑉 =
1

2
𝑥1

2                                                    (21) 

with the 𝑥1 dynamics, from equations (2) and 

(3): 

𝑥 1 = −𝜆𝑥1 + 𝑠 𝑡                                     (22) 

Therefore the time rate of change for the 

Lyapunov function is 

𝑉 = 𝑥1 𝑥 1 = 𝑥1  −𝜆𝑥1 + 𝑠 𝑡   

= −𝜆 𝑥1  
2 +  𝑥1   𝑠 𝑡  ≤ −𝜆 𝑥1  

2 +  𝑥1  𝛿
= − 𝑥1   𝜆 𝑥1  − 𝛿  

Thus, 𝑉 ≤ 0  for the following unbounded 

interval: 

 𝑥1  >
𝛿

𝜆
                                                    (23) 

Inequality (23) proves that the state 𝑥1 will 

reach and stay within the interval −
𝛿

𝜆
≤

𝑥1 ≤
𝛿

𝜆
.This ends the prove that the set 

 𝑥 ∈ ℛ2:  𝑥1 <
𝛿

𝜆
,  𝑠 ≤ 𝛿  is positively 

invariant for the system in equation (2) that 

uses a sliding mode controller with the 

approximate signum function as given in 

equation (14). 

 Note that the state inside Δ𝛿  may or 

may not reaches an equilibrium point; the 

situation depends on system dynamics, i.e., 

the state, instead of that, will reach a limit 

cycle inside Δ𝛿 .Consequently, and for the 

design purpose,  𝛿 may be determined 

according to a desired permissible steady 

state deviation of the state  𝑥1 and for a 

selected𝜆, as a design parameter, as follows: 

𝛿 =  𝜆 ∗ 𝑥1𝑝𝑒𝑟 .                                           (24) 

Thus, the set Δ𝛿  is now written as: 

Δ𝛿 =  𝑥 ∈ ℛ2:  𝑥1 < 𝑥1𝑝𝑒𝑟 .,  𝑠 ≤ 𝛿      (25) 

It is also noted that for arbitrary small 

𝑥1𝑝𝑒𝑟 .the positively invariant set Δ𝛿  becomes 

arbitrary small and it may lead, again, to the 

state chattering. This case may explain the 

chattering phenomena as the state oscillation 

with a very narrow width, i.e., the interval 
 𝑥1 < 𝑥1𝑝𝑒𝑟 . is very small. 

5-Sliding Mode Controller Design for 

Servo Actuator with Friction 

Consider the following model for the servo 

actuator with friction: 

𝐽𝑥 = 𝑢 − 𝐹 − 𝑇𝐿                                       (26) 

Where 𝑥 is the actuator position, 𝐽 is the 

moment of inertia,𝑢 is the control signal, 𝐹is 

the friction torque, including the static and 

dynamic components, and 𝑇𝐿 is the load 

torque. The friction model taken here is a 

combination of Coulomb friction 𝐹𝑐 , 
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Stictionfriction 𝐹𝑠, and the viscous friction 

(for more details one can refer to the survey 

papers [12] &[13]), namely 

𝐹 = 𝐹𝑠𝑒
− 

𝑥 

𝑥 𝑠
 

2

∗ 𝑠𝑔𝑛 𝑥  + 𝐹𝑐  1 − 𝑒
− 

𝑥 

𝑥 𝑠
 

2

 

∗ 𝑠𝑔𝑛 𝑥  + 𝜎𝑥  
or 

𝐹 =  𝐹𝑠𝑒
− 

𝑥 

𝑥 𝑠
 

2

+ 𝐹𝑐  1 − 𝑒
− 

𝑥 

𝑥 𝑠
 

2

   

 +𝜎 𝑥   ∗ 𝑠𝑔𝑛 𝑥           (27) 
Where 𝑥 𝑠 is called the Stribeck velocity and 

𝜎is the viscous friction coefficient. In addition, 

the servo actuator model in equation (26) is 

considered uncertain with a bounded load 

torque. The uncertainty in the model 

parameters reaches to 20% of their nominal 

values. Now, define 𝑒1 = 𝑥 − 𝑥𝑑  and 𝑒2 = 𝑥 −
𝑥 𝑑 , then the system model in equation (26) in 

state space form (in  𝑒1, 𝑒2  plane)is written as: 

𝑒 1 = 𝑒2 

𝑒 2 =  
1

𝐽
  𝑢 − 𝐹 − 𝑇𝐿 − 𝑥 𝑑                         (28) 

In this work the desired position and velocity 

are taken as in reference [14]: 

𝑥𝑑 =  
1

16𝜋
𝑠𝑖𝑛 8𝜋𝑡 −

1

24𝜋
𝑠𝑖𝑛 12𝜋𝑡 ⇒  𝑥𝑑  

≤
5

48𝜋
 

𝑥 𝑑 = 𝑠𝑖𝑛 10𝜋𝑡 ∗ 𝑠𝑖𝑛 2𝜋𝑡 ⇒  𝑥 𝑑  ≤ 1    (29) 

Also, the switching function and its derivative 

are 

𝑠 = 𝑒2 + 𝜆𝑒1& 

𝑠 =  
1

𝐽
  𝑢 − 𝐹 − 𝑇𝐿 − 𝑥 𝑑 + 𝜆𝑒2               (30) 

Where𝑥 𝑑 = 10𝜋 ∗ 𝑐𝑜𝑠 10𝜋𝑡 𝑠𝑖𝑛 2𝜋𝑡 − 2𝜋 ∗
𝑠𝑖𝑛 10𝜋𝑡 𝑐𝑜𝑠 2𝜋𝑡  and  𝑥 𝑑  ≤ 12𝜋.  

 The sliding mode controller is designed 

for two initial conditions (the position and the 

velocity at time 𝑡 = 0). The first initial 

condition lies in the 2nd positively invariant set 

(see (15)), while in the second case the 1st 

positively invariant set is according to the 

initial condition taken which lies outside the 

2nd positively invariant set. The controller 

parameters are calculated for each case in 

appendices (A) and (B) for the following 

nominal parameters and external load values 

[14] 

Table (1): Nominal Servo Actuator 

Parameters and the External Load values 
Par. Definition Value Units 

𝐽𝑜  Moment of inertia.  0.2 𝑘𝑔𝑚2 

𝐹𝑠𝑜  Stiction friction. 2.19 𝑁𝑚 

𝐹𝑐𝑜  Coulomb friction. 16.69 𝑁𝑚 

𝑥 𝑠𝑜  Stribeck velocity. 0.01 
𝑟𝑎𝑑
/𝑠𝑒𝑐 

𝜎𝑜  
viscous friction 

coefficient 
0.65 

𝑁𝑚
∙ 𝑠𝑒𝑐
/𝑟𝑎𝑑 

𝑇𝐿𝑜  External Torque  2 𝑁𝑚 

The simulation results and discussions are 

presented in the following section. 

6-Simulations Result and Discussions 

For the first case the state is started from the 

rest, which means 𝑒 0 =  0,0 (this is because 

𝑥𝑑 0 = 𝑥 𝑑 0 = 0). In this case the stateis 

initiated inside the 2nd positively invariant 

setΔ𝛿 , andaccordingly the state will not leave it 

for 𝑡 ≥ 0.The state after that reaches an 

invariant set (it stillsinside Δ𝛿 ) , namely the 

𝜔limit set of the point 𝑒 0 . For the servo 

actuator with non-smooth disturbance (the 

friction), this set is a limit cycle lies inside the 

positively invariant set Δ𝛿  (the fact in section 

2). Indeed, the state will reach the 𝜔limit set if 

it is started at any point inΔ𝛿 . This situation 

will be demonstrated by the simulation results 

below. 

 The approximate sliding mode 

controller in this case is (the details of the 

calculations is found in Appendix (A)) 

 𝑢𝑎𝑝𝑝𝑟𝑜𝑥 . = − 84 𝜋  ∗ 𝑡𝑎𝑛−1 141 ∗ 𝑠 

𝑠 =  𝑥 − 𝑥 𝑑 + 25 ∗  𝑥 − 𝑥𝑑 
  (31) 

This controller will be able to maintain the 

state in the following invariant set: 

Δ𝛿 =  𝑥 ∈ ℛ2:  𝑥 − 𝑥𝑑  <
𝜋

3600
,  𝑠 ≤

𝜋

144
   (32) 

The response of the servo actuator system 

when started at the origin is shown in figure 

(2). In this figure the position response is 

plotted with time and it appears very close to 

the desired position. This result is 
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demonstrated when plotting the error and the 

maximum error shown in the plot, where it 

does not exceed 1.5 × 10−4 radian. For the 

velocity, figure (3) plotthe time response and 

again the maximum error, which it does not 

exceed  6.5 × 10−3 radian per second, reveal 

the closeness between the velocity response 

and the desired velocity. The error phase plot is 

found in figure (4) where the state reaches the 

𝜔 limit set of the origin point. The 𝜔 limit set 

forms here a non-smooth time varying limit 

cycle and accordingly, the error state will 

oscillate for all future time within certain 

amplitude. The oscillation amplitude has an 

upper bound decided early by the choice of the 

permissible error.   

 The positively invariant set formed by 

the sliding mode controller, as it is given by 

(32), enables the same controller to regulate the 

state when it is started within this set. This 

situation is verified in figure (5) for two 

starting points where the state reaches the 

𝜔limit set corresponding to each point.  

 

(a) 

 

(b) 

Figure (2) a) Position and the desired 

position vs. time (equation (29)). b) The 

position error for 5second. 

 

(a) 

 

(b) 

Figure (3) a) Velocity and the desired 

velocity vs. time (equation (29)). b) The 

velocity error for 5second. 

 

Figure (4) The phase plane plot when the 

error started at the origin. 

 

(a) 
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(b) 

Figure (5) The phase plane plot a) when the 

error started at  𝑒,
𝑑𝑒

𝑑𝑡
 =  

𝜋

3600
, 0  b) when the 

error started at 𝑒,
𝑑𝑒

𝑑𝑡
 =  −

𝜋

3600
, 2

𝜋

144
 . 

 For the second case the sliding mode 

controller, as calculated in appendix (B), is 

 𝑢 = −45 ∗ sgn s 

𝑠 =  𝑥 − 𝑥 𝑑 + 25 ∗  𝑥 − 𝑥𝑑 
                (33) 

The controller will be able to regulate the 

error to the origin if it initiated in the 

following positively invariant set: 

Ω =  𝑥 ∈ ℛ2:  𝑠 𝑡  < 0.875 ,  𝑥 − 𝑥𝑑  ≤
                                                    0.035          (34) 

The simulation results for the position and 

the velocity when the state starting at 
 𝑥, 𝑥  =  0.035,0  is shown in figure (6). In 

this figure the position and the velocity track 

the desired response after a period of time 

not exceeding 0.12 second.  

 

(a) 

 
(b) 

Figure (6) Servo actuator response for the 

initial condition  𝑒,
𝑑𝑒

𝑑𝑡
 =  0.035,0  a) The 

position vs. time b) velocity vs. time. 

As for the sliding mode controller in (31), the 

sliding mode controller in (33) will create a 

positively invariant region (34) such that if 

the state initiated inside this set, it will be 

regulated to the origin. This situation is 

confirmed in figure (7) for three different 

starting points including the case of figure 

(6). 

 
(a) 

 

(b) 

 
(c) 

Figure (7) Error phase plot for different 

initial conditions a) 𝑒,
𝑑𝑒

𝑑𝑡
 =  0.035,0  b) 

 𝑒,
𝑑𝑒

𝑑𝑡
 =  −0.035,1.75  c)  𝑒,

𝑑𝑒

𝑑𝑡
 =  0, −0.875 . 
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 If it is required to remove the 

chattering that exists in the system response 

for the second case, we again replace the 

segnum function by the arc tan function. In 

this case we replace the gain 𝑘 = 45 by the 

following quantity: 

𝑘 = 45 ∗ 1.25 = 57,    𝛽 = 1.25 

Then, we obtain  

𝑢 = − 
114

𝜋
 𝑡𝑎𝑛−1 141 ∗ 𝑠                     (35) 

The sliding mode controller in (35) creates a 

positively invariant set equal to the set given 

in (34), but in this case the controller will not 

regulate the error to the origin. Indeed, the 

controller will regulate the error to enter the 

2
nd

 positively invariant set that was given in 

(32). Mathematically, the 1
st
 and the 2

nd
 sets 

in (34) and (32) are two positively invariant 

sets created by the sliding mode controller in 

equation (35) but with a different set level 

(see reference [1] for the definition of set 

level), namely 

Δ𝛿 ⊂ Ω 

As in figure (7), the phase plane plot for the 

initial condition  𝑒,
𝑑𝑒

𝑑𝑡
 =  0.035,0 is 

plotted in figure (8) but without chattering 

around the switching manifold due to 

replacing the segnum function in equation 

(33) by the approximate form in (35). 

Accordingly, the state will enter a smaller 

positively invariant set and then reach the 𝜔 

limit set as in case one.  

 
(a) 

 
(b) 

Figure (8) the phase plane plot when using 

the controller in (35) a) full phase plot b) 

small plot around the origin showing the 

oscillation behavior. 

Finally, the chattering behavior is removed 

due to a continuous control action, where the 

continuity is revealed in figure (9) with a 

magnitude lies between ±25 𝑁. 𝑚 after a 

period of time not exceed 0.05 second.  

 

(a) 

 

(b) 

Figure (9) The control action vs. time a) plot 

for 1 second b) plot for 0.05 second. 

 

7-Conclusions 

The positively invariant set for a second 

order affine system that uses a sliding mode 

controller has been derived. The size of the 

invariant sets are found functions to the 

initial condition and consequently to the 

controller gain and design parameters. The 

derived sets have been used to calculate the 

sliding mode controller gain for the servo 
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actuator. The simulation results prove the 
invariant property of the derived set and the 
effectiveness of using them in the calculation 
of the sliding mode controller. The ability of 
the approximate sliding mode controller, a 
continuously and differentiable controller, 
has been verified when it used to attenuate 
the effect of a nonsmooth disturbances (the 
friction) that act on the servo actuator 
system. The controller maintains the 
maximum error (the difference between the 
actual and the desired state) very close to 
zero and according to the permissible error 
value specified previously. 
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Appendix (A) 
 To design the approximate sliding 
mode controller we need, first, to calculate ݄ 
as it is given in (6): 

݄ ൌ max ቤ
݂ሺ݁ሻ ൅ ଶ݁ߣ

݃ሺ݁ሻ
ቤ        

ൌ ቐ
max ቚቀିிି்ಽ

௃
ቁ െ ሷௗݔ ൅ ଶቚ݁ߣ

min ቀଵ

௃
ቁ

ቑ 

ൌ max|ܨ| ൅ max| ௅ܶ| ൅ ሺmax ሻܬ כ max|ݔሷௗ| 
൅ ߣ ሺmax ሻܬ כ max|݁ଶ|                           (A-1) 
From the set Δఋ, the following bounds are 
estimated: 
max|݁ଶ| ൌ  and ߜ2
max|ݔሶ | ൌ max|݁ଶ| ൅ max|ݔሶௗ| ൌ ߜ2 ൅ 1 

The term max|ݔሶ | enables the calculation 
ofmax|ܨ| as follows: 

max|ܨ| ൌ 1.2 ቊܨ௦௢݁
ିቀమഃశభ

ሶೣ ೞ
ቁ

మ
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 +𝐹𝑐𝑜  1 − 𝑒
− 

2𝛿+1

𝑥 𝑠
 

2

 + 𝜎𝑜 2𝛿 + 1  

≤ 1.2 𝐹𝑐𝑜 + 𝜎𝑜 2𝛿 + 1   

Where 𝐹𝑠𝑜 , 𝐹𝑐𝑜 , and 𝜎𝑜  are the nominal 

friction parameter values also, we multiply 

by 1.2 to take into account the uncertainty in 

system parameters as assumed previously. In 

addition, we have 

max 𝐽 = 1.2 ∗ 𝐽𝑜  and min 𝐽 = 0.8 ∗ 𝐽𝑜  

again 𝐽𝑜  is the nominal moment of inertia 

value and finally the load torque is bounded 

by 
 𝑇𝐿 ≤ 𝑇𝐿𝑚𝑎𝑥

= 1.2𝑇𝐿0
 

Therefore, 𝑕 becomes a function to the slope 

of the switching manifold 𝜆 and the boundary 

layer 𝛿. 
 In sliding mode controller design, we 

mainly concern in calculating suitable value 

for the gain 𝑘 after a proper selection to the 

switching function 𝑠 𝑥  (by proper we mean 

that the origin is an asymptotically stable 

after the state reaches the switching manifold 

𝑠 𝑥 = 0). Now, if we set the permissible 

error and 𝜆 as in the following 

𝑒𝑝𝑒𝑟 . = 0.05 deg. =
𝜋

3600
 𝑟𝑎𝑑, 𝜆 = 25 

then from (24), we have 

𝛿 = 𝜆 ∗ 𝑒𝑝𝑒𝑟 . =
𝜋

144
⇒  𝑒1  ≤ 𝑒𝑝𝑒𝑟 . 

Accordingly, to find the gain 𝑘, we first 

compute 𝑕as follows: 

max 𝐹 ≤ 1.2 𝐹𝑐𝑜 + 𝜎𝑜 2𝛿 + 1  = 20.84 

⇒ 𝑕 = 20.84 + 2.4 + 0.24 ∗ 12𝜋 + 0.24

∗ 25 ∗ 2
𝜋

144
= 32.55 

and then for 𝛽 = 1.25 , we get 

𝑘 = 𝛼 ∗ 1.25 ∗ 32.55 = 42 ,   𝛼 > 1 
Also, from equation (20),  𝛾 equal to 

𝛾 =
144

𝜋
𝑡𝑎𝑛

𝜋

2.5
= 141 

Finally, the sliding mode controller to the 

servo actuator is  

𝑢𝑎𝑝𝑝𝑟𝑜𝑥 . = −
84

𝜋
𝑡𝑎𝑛−1 141 ∗ 𝑠  

𝑠 =  𝑥 − 𝑥 𝑑 + 25 ∗  𝑥 − 𝑥𝑑                (A-2) 

The sliding mode controller will be able to 

prevent the state leaving the positively 

invariant set Δ𝛿 . That means the error 
 𝑥 − 𝑥𝑑  is less than the permissible limit 

that specified earlier. 

 

Appendix (B) 

In this case we consider the same desired 

position and velocity as in equation (29) with 

the following initial condition  

𝑥 = 0.035 𝑟𝑎𝑑, 𝑥 = 0 𝑟𝑎𝑑 𝑠𝑒𝑐.  

⇒ 𝑒 0 =  𝑒1 , 𝑒2 =  0.035,0  

Also, consider the same switching function 

as in case one (𝑠 = 𝑒2 + 25𝑒1). Then, 

accordingly, the invariant set is given by 

Θ =  𝑥 ∈ ℛ2: 0 ≤ 𝑠 𝑡 < 0.875 ,  𝑒1 𝑡  ≤
                                                      0.035     (B-1) 

In addition we have 

 𝑒2 𝑡  ≤ 1.75 ⇒ max 𝑥  = max 𝑒2  
+ max 𝑥 𝑑  = 2.75 𝑟𝑎𝑑 𝑠𝑒𝑐.  

And then we can calculate max 𝐹  as in the 

following: 

max 𝐹 ≤ 1.2 𝐹𝑐𝑜 + 2.75 ∗ 𝜎𝑜 = 22.2 

Thus, as in the first case, 𝑕 is equal to 

𝑕 = 22.2 + 2.4 + 0.24 ∗ 12𝜋 

+0.24 ∗ 25 ∗ 1.75 = 44.15 

The sliding mode controller gain from 

equation (6) is taken equal to 

𝑘 = 45 > 𝑕 

Finally, the sliding mode controller for the 

second case is given by 

𝑢 = −45 ∗ sgn 𝑠  

𝑠 =  𝑥 − 𝑥 𝑑 + 25 ∗  𝑥 − 𝑥𝑑                (B-2) 

If the state initiated inside the positively 

invariant set as given in (B-1), the sliding 

mode controller will regulate the error state 

to the origin irrespective to the uncertainty 

and the non-smooth components in the servo 

actuator model.
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Abstract 

The paper presents the novel application 

of Particle Swarm optimization (PSO) for the 

optimal tuning of the new PID controller which 

is called generalized PID (GPID). In 2009, 

Zhao Xiaodong, Li Yongqiang , Xue Anke  

proposed generalized PID (GPID) to improve 

the time response and control quality of the 

traditional PID control algorithm This paper 

applies the Particle Swarm Optimization(PSO) 

algorithm for GPID controllers. The main goal 

is to eliminate the steady state error of the 

system and minimize the error performance 

index. The method searches the GPID 

parameter that realizes the expected step 

response of the plant. The expected response is 

defined by the overshoot ratio, the rising time, 

and the settling time. The numerical result and 

the experiment result show the effectiveness of 

the proposed tuning method when the results 

compared with the Traditional PID Controller. 

 

Keywords: GPID, PID, Particle Swarm 

Optimization, Tuning Algorithm. 

 

1- Introduction 

Conventional proportional–integral–

derivative (PID) controllers have been well 

developed and applied for about half a century, 

and are extensively used for industrial 

automation and process control today. The 

main reason is due to their simplicity of 

operation, ease of design, inexpensive 

maintenance, low cost, and effectiveness for 

most linear systems. Recently, motivated by the 

rapidly developed advanced microelectronics 

and digital processors [1,2]. The study of new 

generation of PID controllers has drawn 

significant attention in recent years . 

Specifically, Zhao Xiaodong, Li Yangquan 

,Xue Anke propose A generalized PID 

algorithm (GPID) is proposed to improve the 

time response and control quality of the 

traditional PID control algorithm.  

The traditional PID controller is a special case 

of the generalized PID; this can be shown by 

comparing the coefficients of GPID and PID. 

GPID can be obtained by adding higher-order 

derivative terms in on the form of the 

traditional PID [3],the tuning method based on 

PSO (Particle Swarm Optimization) has already 

been proposed to obtain the optimal PID 

parameter. This method has not considered the 

step response of constraints (the overshoot 

ratio, the rising time, the settling time and so 

on). This paper presents a new method that 

obtains the PID parameter realizing the 

expected step response with the constraints. A 

proposed method using Particle Swarm 

Optimization (PSO) is implemented into the 

GPID tuning tool on a personal computer. The 

developed tool provides the GPID parameter 

that realizes the expected step response of the 

plant. The numerical result and the 

experimental result show the effectiveness of 

the proposed a new GPID parameter tuning 

method. 

 

2- Background 

 

2.1- PID Controller 

The PID controller is a linear controller. Fig.1 

illustrates the core architecture of a PID 

controller. The PID controller calculation 

(algorithm) involves three separate parameters; 

the Proportional, the Integral and Derivative 

values. The Proportional value determines the 

reaction to the current error, the Integral value 

determines the reaction based on the sum of 

recent errors, and the Derivative value 

Paper Reference: ECCCM 10/25 
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determines the reaction based on the rate at 

which the error has been changing. The 

weighted sum of these three actions is used to 

adjust the process via a control element such as 

the position of a control valve or the power 

supply of a heating element. The normal PID 

controller is in the following form [3] 

  dttdekdttektektu dip /)()()()(     ….(1) 

Where e(t) = r(t)- y(t) is the error between 

reference input and output. By ”tuning” the 

three constants in the PID controller algorithm, 

the controller can provide control action 

designed for specific process requirements 

 

 

2.2- Generalized PID Controller 

Based on the study of traditional PID 

controller, in 2009 Zhao Xiaodong, Li 

Yongqiang , Xue Anke  proposed generalized 

PID(GPID)  by increasing higher order 

derivatives terms, In (1), a second order 

derivative term of e(t) is added, we can get: 

 

22 /)(

/)()()()(

dttedk

dttdekdttektektu

a

dip      …. (2)   

    

As the physical meaning of the derivative, the 

first derivative represents the change speed of 

the error, the second derivative represents the 

acceleration of the error. In (2), the second 

derivative added restrains the acceleration of 

the error getting bigger and makes the system's 

response more quickly and reduce the 

overshoot, increase the stability of the system. 

Thus the controller gains better control effect. 

However, increasing higher-order derivative 

also makes some problems, such as increasing 

the time and the difficulty of setting the 

parameter and amplifying the noise 

interference. 

 

 

3- Particle Swarm Optimization (PSO)  

Optimization algorithms are another area that 

has been receiving increased attention in the 

past few years by the research community as 

well as the industry. An optimization algorithm 

is a numerical method or algorithm for finding 

the maxima or the minima of a function 

operating with certain constraints [5]. 

Particle swarm optimization (PSO) is a 

relatively recently devised population-based 

stochastic global optimization algorithm. PSO 

has many similarities with evolutionary 

algorithms, and has also proven to have robust 

performance over a variety of difficult 

optimization problems. However, the original 

formulation of PSO requires the search space to 

be continuous and the individuals to be 

represented as vectors of real numbers [6] 

 

Particle swarm optimization originally 

relates to artificial life (A life) in general and 

specifically it connects with bird flocking and 

fish schooling. The Intelligence in PSO as any 

other swarm technique is a collective 

intelligence resulting in the collective behaviors 

of(unsophisticated) individuals interacting 

locally and with their environment causing 

coherent functional global patterns to emerge. 

Particle Swarm Optimization (PSO) which is 

inspired by the social behavior of bird flocking 

or fish schooling and Ant Colony Optimization 

(ACO) which is inspired by behavior of ants 

are the primary computational parts of swarm 

intelligence. In 1995, Kennedy and Eberhart 

first introduced the particle swarm optimization 

(PSO) method as a stochastic, population-based 

evolutionary algorithm for problem solving. 

The key idea of PSO method is to simulate the 

shared behavior happening among the birds 

flocks or fish school[7].Particle Swarm 

Optimization has more advantages over 

Genetic Algorithm as follows:  

 

(a). PSO is easier to implement and there are 

fewer  parameters to adjust.  

 

(b). In PSO, every particle remembers its own  

previous best value as well as the  

neighborhood best ; therefore, it has a more  

effective memory capability than GA. (c).PSO 

is more efficient in maintaining the diversity of 

the swarm, since all the particles use the 

information related to the most successful 
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particle in order to improve themselves, 

whereas in Genetic algorithm, the worse 

solutions are discarded and only the new ones 

are saved; (i.e) in GA the population evolves 

around a subset of the best individuals[8].  

In the PSO algorithm, instead of using 

evolutionary operators such as mutation and 

crossover, to manipulate algorithms, for a       

d-variabled optimization problem, a flock of 

particles are put into the d-dimensional search 

space with randomly chosen velocities and 

positions knowing their best values so far 

(Pbest) and the position in the d-dimensional 

space. The velocity of each particle, adjusted 

according to its own flying experience and the 

other particle‟s flying experience. For example, 

the i th particle is represented as 

xi=(xi,1, xi,2, xi,3…….., xi,d)     …..(3) 

in the d-dimensional space. The best previous 

position of the i th particle is recorded and 

represented as: 

Pbesti = (Pbesti,1 , Pbesti,2 ,..., Pbesti,d ) ….(4) 

The index of best particle among all of the 

particles in the group is d gbestd . The velocity 

for particle i is represented asvi=(vi,1, vi,2, 

vi,3…….., vi,d)                 …(5) 

The modified velocity and position of each 

particle can be calculated using the current 

velocity and the distance from Pbesti,d to gbestd 

as shown in the following formulas : 

)(**

)(*()*.

)(

,2

)(

,,1
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,

)1(

,

t

mim

t

mimi

t
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…(6)
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,
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,

  t

mi

t

mi

t

mi vxx …..(7) 

I=1,2,….n 

M=1,2,..m 

Where: 

n   Number of particles in the group 

d   dimension 

t    Pointer of iterations(generations) 
)(

,

t

miv Velocity of particle I at iteration t 

W Inertia weight factor, c1, c2 Acceleration 

constant 

Rand()  Random number between 0 and 1 
)(

,

t

mix
 
Current position of particle i at iterations 

Pbesti  Best previous position of the ith particle 

gbest Best particle among all the particles in 

the population. Figure 1 show the PSO Steps. 

 

 
5-PSO based optimal GPID controller 

design  

This paper describes the application of 

PSO to the fine-tuning of the parameters for 

GPID controllers. Such a simple but general 

approach, having ability for global optimization 

and with good robustness, is expected to 

No 

Start 

Initial searching points and 

velocities are randomly generated 

Pbest is set to each initial searching 

point. The best evaluated values 

among Pbest is set to 

gbest.generated  

New velocities are calculated 

using the equation (6) 

If Vid(t+1) <Vd min then 

Vid(t+1) = Vd min and if 

Vid(t+1) >Vd max 

then Vid(t+1)=Vd max . 

New searching points are 

calculated using the equation (7) 

Evaluate the fitness values for new 

searching point. If evaluated values of 

each agent is better than previous 

Pbest then set to Pbest. If the best 

Pbest is better than best gbest then set 

to gbest. 

Yes 

End 

If 

maximum 

Iteration 

is 

Reached 

Fig. 1 PSO Algorithm 
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overcome some weakness of conventional 

approaches and to be more acceptable for 

industrial practices. An improved multi-

objective optimization method for parameter 

tuning of GPID controller based on PSO 

algorithm is proposed, which consists of the 

following two steps: 

Step 1: Scheduling PSO for PID Controller 

parameters. In this paper, An GPID controller 

used PSO Algorithms to find the optimal 

parameters of DC Motor speed control system. 

The structure of the GPID controller with PSO 

algorithms is shown in Fig. 4. In the proposed 

PSO method each particle contains four 

members ki ,kp,kd and ka. It means that the 

search space has four dimension and particles 

must „fly‟ in a four dimensional space. 

Step 2: Design of Fitness Function  

The most crucial step in applying 

optimization problems is to choose the 

objective functions that are used to evaluate 

fitness of each chromosome To evaluate the 

controller performance, there are always 

several criterions of control quality are Integral 

of Time multiplied by Absolute Error (ITAE), 

Integral of Absolute Magnitude of the Error 

(IAE), and Integral of the Squared Error (ISE), 

[9]. 




0

|)(| dttetITAE

 

 

0 0

2 |)(|,))(( dtteIAEdtteISE  

5.1- Multi-Objective PSO 

In this paper to evaluate the controller 

performance and get the satisfied transient 

dynamic, the fitness function includes the four 

main transient performance indices, overshoot, 

rise time, settling time and cumulative error. 

This lead to using Multi-objective optimization 

in order gets the desired response  

The First Objective: w1J1 

The Second Objective: w2tr 

The third Objective: w3σ 

The Fourth Objective: w4ts 

Therefore the fitness function used is designed 

as [10] 

sr twwtwJw
J

43211

1





  …… (9) 

Where J1is one of the control quality (defined 

in eqn(8)), tr is the rise time, σ is the maximal 

overshoot, ts is the settling time with 5% error 

band, are weighting coefficients.  One could 

adjust all the weighting coefficients in the 

fitness function based on the specific requests 

such as rapidity, accuracy and stability of the 

system. For example if a system with little 

overshoot value is required, ω4would be 

increased appropriately; if a system with fast 

dynamic responses is required, then ω3would 

be increased appropriately. This research has 

picked the weighting coefficients w1, w2, w3, 

and w4 to cover all the performance indices 

completely.   

 

 

6-Simulation Results  

For the purpose of showing the 

effectiveness of the proposed method and the 

developed tool, numerical examples and 

experimental examples are studied and 

simulated using the MATLAB. The DC motor 

under study has the following parameters: 

The transfer function of DC motor is 

 

 

sBRkksBLJRsJL

k

sv

s

aTbaaa

b

)()()(

)(
23 




 

…..      (10) 

 

Where, R=Ra=Armature resistance in ohm, 

L=La=Armature inductance in henry ,v= 

Va=Armature voltage in volts, eb= e(t)=Back 

emf voltage in volts, Kb=back emf constant in 

volt/(rad/sec), K= KT=torque constant in N-

m/Ampere, Tm=torque developed by the motor 

in N-m, θ(t)=angular displacement of shaft in 

radians, J=moment of inertia of motor and load 

in Kg-m2/rad, B=frictional constant of motor 

and load in N-m/(rad/sec) . 

La=0.3e
-3

h,J=6.52e
-6

Kg-m
2
/rad. 

Ra=1.71ohm, Kt=0.0445, Kb=.0444volt/(rad/sec), 

B=0.5*10^-3 N-m/(rad/sec). 

 

     ….(8) 
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While The PSO parameters are listed in Table 

1.  Which used to verify the performance of the 

PID-PSO controller parameters. 

 

 
Table 1.  PSO Parameters   

PSO Parameters Value 

Population size 100 

wmin 0.1 

wmax 0.6 

C1 =C2 1.5 

Iteration 100 

 

 

The control parameters were tuned and 

the simulation results are shown on the 

following pages. Table 2 shows the results of 

PSO algorithm running. The table shows the 

main objective function and transient 

specifications for tuned GPID and tuned PID. 

The PSO Gain tuning algorithm was 

used to minimize the absolute of controller total 

error as shown in figure. 2. 

 
Table 3 shows the values of the GPID, PID 

Controllers parameter at different objective 

function. 

Figures 3, 4, and 5 shows the response to the 

step input signal with desired input (desired 

Position) 90 based on different tuning 

techniques. It has been found that the 

performance of proposed is better than other 

technique in term of time response such settling 

time, rise time and over shoot. Notice, from the 

step response, that the performance of the 

proposed technique is better than the other 

techniques in approach to steady state. Finally 

from the figures 3, 4 and 5, the response of the 

GPID is better than PID in all objective 

function. Figure 6 shows the comparison 

between PSO and Genetic Algorithm (GA), it 

may be said that the PSO algorithm gets better 

performance than GA; table 4 shows the results 

of this comparison 

 

 

7- Conclusions 

           PSO algorithm to tuning the new PID 

controller which is called GPID is present in 

this paper. The main goal was to eliminate the 

steady state error of the system and minimize 

the performance index.  

 The position of a DC Motor drive is controlled 

by GPID-PSO controller. Obtained through 

simulation of DC motor; the results show that 

the proposed controller can perform an efficient 

search for the optimal PID controller. This 

algorithm successfully tuned the parameters for 

the four GPID controller parameters. 

 

By comparison with PID controller, it 

shows that the presented method can improve 

the dynamic performance of the system in a 

better way. The GPID-PSO controller is the 

best which presented satisfactory performances 

and possesses good robustness (very low 

overshoot, minimal rise time, Steady state error 

= 0).The optimizing performance of the PSO 

algorithm in this application is compared with 

those of the GA. The transient response 

analysis is used for these comparisons. At the 

end of the analysis, the maximum overshoots 

and the settling times of the control system 

which is optimized with PSO algorithm are 

smaller than results of GA algorithm. The 

results obtained in this paper may be improved 

the control systems that depend on PID by 

using GPID.  

 

Fig.2Close loop block diagram of a SISO system 

with GPID controller. 

 

GPID e _ 
+ _ DC 

Motor 

R Set 

Poi

nt  

Objective 

Function 

PSO 
[kikpkdka] 
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Table 2   GPID, PID Parameters after Tuning by PSO 

Objective 

Function 

Tuned GPID parameters Tuned PID Parameters 

Kp Ki kd ka Kp Ki kd 

ISE 0.4203 0.0003 16.2854 0.0001 0.0667 0.00002 14.1347 

ITAE 0.0565 0.001 5.9621 8.6308 0.0402 0.0002 4.5668 

IAE 0.0565 0.0002 5.9621 8.6308 0.0589 0.0001 7.6026 

 

 

 

Table 3   GPID, PID Response Specifications after Tuning by PSO 
Objective 

Function 

GPID Response PID Response 

RiseTime SettlingTime Overshoot RiseTime SettlingTime Overshoot 

ISE 0.0256 

 

0.0557 7.1100e-

006 

 

0.1497 

 

0.2212 0.8566 

 

ITAE 0.1741 0.2821 0.0218 0.2299 0.3660 0.2328 

 

IAE 0.1602 0.2337 1.6574 

 

0.1568 

 

0.2276 1.6425 

 

 

 

 

 
Fig. 3 Response based on ISE 
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Fig. 4 Response based on ITAE 

 

 

 

 
 

 
 
 

Fig. 5 Response based on IAE 

 

 
Table4. Comparison between PSO and GA 

 
Rise 

Time 

Settling 

Time 

Overshoot Tuning 

Method 

0.0143 0.0681 0.0032 PSO 

0.0298 0.1091 12.040503 GA 

 

 

 
 
 

 
 

Fig. 6 Comparison between PSO and GA 
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Abstract 

Pneumatic servo system has been 

applied in many industry fields. The system 

has many advantages, such as high speed, 

high flexibility and low price. However, 

application of the system is restricted 

because the physical parameters have strong 

nonlinearity, inaccuracy and uncertainty, so 

that it is very difficult to find an optimal 

controller by means of traditional control 

theory. Proportional integral derivative (PID) 

control is one of the earlier control strategies; 

it has a simple control structure and can be 

easy tuned. Optimization of PID controller 

parameters is one of the recent control 

solutions; especially when the system is of 

high complexity. In this paper foraging 

strategy has been adopted to optimize the 

gains of PID controller for positioning 

control of pneumatic system. The foraging 

theory is based on the assumption that 

animals search for nutrients in a way that 

maximize their energy intake per unit time 

spent for foraging. The bacterial foraging 

algorithm is a nongradient and stochastical 

optimization technique; as no need to 

measurement and analytical description. In 

the work, the optimization model of E. coli 

bacterial foraging has been used and the 

performance index (cost) is based on Integral 

Square Error (ISE) for obtaining sub-optimal 

values of controller parameters. Behavior of 

bacteria (solutions) over their lifetime has 

been simulated and the effect of foraging 

parameters on cost function has been studied. 

 

Keywords: E. coli bacterial foraging, 

pneumatic actuator, PID controller, position 

control.  

 

1. Introduction 

    Pneumatically actuated drives are used in 

widespread applications of modern 

automation systems mainly for pick-and-

place positioning problems. They can be a 

cheaper alternative to electric and hydraulic 

systems, especially for light load 

applications. However, the possibility of 

application of pneumatic drives is limited in 

practice by the problems regarding to control 

these plants. The nonlinear effects of 

pneumatic systems caused by the phenomena 

associated with air compressibility, 

significant friction effects, wide range of air 

supply pressure, load variations, etc., make 

them difficult to control pneumatic axis 

[1,2,3].   

    Proportional integral derivative (PID) 

control is one of the earlier control strategies. 

Its early implementation was in pneumatic 

devices, followed by vacuum and solid state 

analog electronics, before arriving at today‟s 

digital implementation of microprocessors. It 

has a simple control structure which was 

understood by plant operators and which they 

found relatively easy to tune [4,5,6].  

       Industrial processes such as pneumatic 

systems are subjected to variation in 

parameters and parameter perturbations so 

that the control system performs poor in 

characteristics and even it becomes unstable, 

if improper values of the controller tuning 

constants are used. Therefore, it becomes 

necessary to tune the controller parameters to 

synchronize the controller with the controlled 

variable, thus allowing the process to be kept 

at its desired operating condition and to 

achieve good control performance with the 

proper choice of tuning constants. Practically 

all PID controllers made today are based on 

Paper Reference: ECCCM 10/45 
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microprocessors. This has given 

opportunities to provide additional features 

like automatic tuning, gain scheduling, and 

continuous adaptation (continuously 

updating the parameters of a controller) 

[5,6]. 
The foraging theory is based on the 

assumption that animals trying to find and 

consumes nutrients in a manner that 

maximize energy obtained from nutrient 

sources per unit time spent for foraging, 

while at the same time minimizing exposure 

to risks from predators.  If the organism has 

a decision-making mechanism (e.g., a brain), 

then one can view this mechanism as the 

controller and the remainder of organism and 

environment as the "plant" (process to be 

controlled) [7,8,9,10].    
 In foraging, animals conduct an 

optimization process without use of an 

analytical expression for the gradient and 

hence, they perform nongradient 

optimization for "search". This is because 

that it is impossible for most animals (e.g., 

bacteria) to know the mathematical 

expression for how the nutrient concentration 

will change as the bacterium makes small 

changes in position. This is both because it 

does not have the memory to store it, and 

also due to the high level of uncertainty 

about the environment it lives in (e.g., time-

varying and stochastically effects).  

 In the present work, the optimization 

model of E. coli bacterial foraging has been 

analyzed. Then, this model has been 

employed for tuning the parameters of PID 

controller for positioning control of 

pneumatic system to account for the system 

variation of parameters.  

2. Description of E coli bacterium and its 

motility behavior  

      The E. coli bacterium is shown in 

Fig.(1). The E. coli bacterium has a control 

system that enables it to search for a food 

and try to avoid noxious substances [7, 8]. 

      An E. coli bacterium can move in two 

different ways: it can "run" (swim for a 

period of time) or it can "tumble", and it 

alternates between these two modes of 

operation its entire lifetime.  

      Locomotion is achieved via a set of 

relatively rigid flagella that enable it to swim. 

If the flagella rotate clockwise, each 

flagellum pulls on the cell and the net effect 

is that each flagellum operates relatively 

independent of the others and so the 

bacterium "tumble" about (i.e., the bacterium 

does not have a set direction of movement 

and there is little displacement) (See Figure 

(1-a)). 

 
Figure (1) E. coli bacterium [8] 

     If the flagella moves counterclockwise, 

their effects accumulate by forming a 

"bundle" and hence, they essentially make a 

"composite propeller" and push the bacterium 

so that it runs (swims) in one direction (See 

Figure (1-a)).  

    If an E coli is in some substance that is 

neutral, in the sense that it does not have a 

food or noxious substances, then the flagella 

will simultaneously alternate between 

moving clockwise and counterclockwise so 

that the bacterium will alternatively tumble 

and run as shown in Fig.(2.b). 

      Next, suppose that the bacterium happens 

to encounter a nutrient gradient as shown in 

Fig.(2.c). The change in the concentration of 

the nutrient triggers a reaction bacterium will 

spend more time swimming and less time 

tumbling. As long as it travels on a positive 

concentration gradient, it will tend to 

lengthen the time it spends swimming (i.e., it 

runs farther). 

     On the other hand, typically if the 

bacterium happens to swim down 

concentration gradient, it will return to its 

baseline behavior so that essentially it tries to 

search for a way to climb back up the 

gradient. 
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Figure (2) Motility behavior of E. coli bacterium 

(a) Bundling phenomenon of flagella (b) 

swimming and tumbling behavior of E. coli 

bacterium in a neutral medium (c) there is a 

nutrient concentration gradient. 

      Finally, if the concentration of the 

nutrient is constant for the region it is in, 

after it has been on a positive gradient for 

some time. In this case, the bacterium will 

return to the same proportion of swimming 

and tumbling as when it was in the neutral 

substance so that it returns to its standard 

behavior.  

 
3. Modeling of E. coli bacterial foraging 

process 

     To define the model of E. coli bacterial 

foraging, one need to define a population 

(set) of bacteria, and then model how they 

execute chemotaxis, swarming, reproduction, 

and elimination/dispersal [7]. A path through 

the components of the foraging process is 

shown as a flowchart in Fig. (3.a). 
 
3.1 Population and Chemotaxis: 

       Let j, k and   be the indices for the che- 

motactic, reproduction step and elimination 

/dispersal event, respectively. Then,  

},,2,1),,({),,( SikjkjP i          (1)                            

Represents the positions of each member in 

the population of the S bacteria at the 
thj  

chemotactic step, thk  reproduction step, and 
th  elimination-dispersal event. Here, let 

),,,( kjiJ  denotes the cost at the location of 

the thi bacterium 
pi kj  ),,(  .  

     Let cN  be the length of the lifetime of 

the bacteria as measured by the number of 

chemotactic steps they take during their life. 

Let SiiC ,,,,)( 210   denote the lengths 

of steps during runs. To represent a tumble, a 

unit length random direction, say )( j , is 

generated; this will be used to define the 

direction of movement after a tumble.    

)()(),,(),,1( jiCkjkj ii          (2)  

so that )(iC  is the size of the step taken in 

the random direction specified by the tumble. 

If at ),,1( kji   the cost ),,1,( kjiJ   is 

better (lower) than at ),,( kji , then 

another step of size )(iC  in this same 

direction will be taken, and again, if that step 

resulted in a position with a better cost value 

than at the previous step, another step is 

taken. This swim is continued as long as it 

continues to reduce the cost, but only up to a 

maximum number of steps, sN . This 

represents that the cell will tend to keep 

moving if it is headed in the direction of 

increasingly favorable environments. The 

flow chart in Fig.(3.b) represents the steps of 

chemotactic event.    

 
3.2 Swarming Mechanism 

        The cell secretes attractants to signal 

other cells that they should swarm together. 

To model this, let attractd  be the depth of the 

attractant released by the cell (a 

quantification of how much attractant is 

released), attractw  be a measure of the width 

of the attractant signal (a quantification of the 

diffusion rate of the chemical). If the 

attraction relationship between cell and other 

is represented by a Gaussian form, then the 

addition of such relation to the nutrient 

concentration (cost function) can be given by:   

)),,(,(_ kjJ i
attractcc   

  



S

i

i
mmattractattract wd

1

2)(exp            (3) 

Where pm ,,2,1   and 
T],,[ 21   is a 

point on the search domain and 
i
m  is the 

thm  

component of the 
thi  bacterium position    

     The cell also repels a nearby cell in the 

sense that it consumes nearby nutrients and it 

is not physically possible to have two cells at 
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the same location. To model this, let  

repellenth  be the height of the repellent effect 

(magnitude of its effect) and repellentw  be a 

measure of the width of the repellent. 

Similarly, if the repelling relationship among 

bacteria is of Gaussian form, then the 

contribution of such effect to the cost 

function is given by 

)),,(,(_ kjJ i
repelcc   

   
S

i

i
mmrepellentrepellent wh 2)(exp      (4) 

The cell-to-cell attraction and repelling 

effects can be combined in one formula 
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The swarming effect is added to the cost 

function. Therefore, the thi  bacterium will 

hill-climb on 

),(),,,( PJkjiJ cc                           (6) 

so that the cells will try to find nutrients, 

avoid noxious substances, and try to move 

towards other cells, but not too close to 

them. 

 

3.3 Reproduction 

After cN  chemotactic steps a reproduction 

step is taken. Let reN  be the number of 

reproduction steps to be taken. Let 2SSr   

be the number of population members who 

had sufficient nutrients so that they will 

reproduce (split in two) with no mutation.   

For reproduction, the population is sorted in 

order of ascending accumulated cost (higher 

accumulated cost represents that it did not 

get as many nutrients during its lifetime of 

foraging and hence, is not as "healthy" and 

thus unlikely to reproduce); then rS  least 

healthy bacteria die and the other rS  

healthiest bacteria each split into two 

bacteria, which placed at the same location. 

This method rewards bacteria that have 

encountered a lot of nutrients, and allows us 

to keep a constant population size, which is 

convenient in coding the algorithm.  The 

flowchart of Fig.(3.c) shows the steps of 

reproduction event . 
 

3.4 Elimination –dispersal event 

       If edN  is the number of elimination-

dispersal events, each bacterium in the 

population is subjected to elimination-

dispersal event with probability edp . 

 

4. Dynamic Model of Pneumatic Actuator 

       Figure (4) shows the position controlled 

pneumatic system used in the simulations. 

From Fig.(4), the nonlinear mathematic 

model of a pneumatic system can be derived 

as [1,3,11]. 
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where M is the piston and the load mass, C is 

the air damping constant, k is the spring 

constant, A is the bore area, pP  is the 

pressure in chamber p, nP  is the pressure in 

chamber n, pV  is the air volume in chamber 

p, nV  is the air volume in chamber n, c is the 

ratio of specific heat, R is the universal gas 

constant, T is the operating temperature, pm  

is the mass flow rate into chamber p, and nm  

is the mass flow rate into chamber n.  
Position sensor

,pP pV ,nP nV
M

x
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Figure (4) Position controlled pneumatic system 
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 (a) Flow chart of foraging process  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

        (c) Flow chart of reproduction steps          (b) Flow chart of chemotactic steps 

Figure (3) (a) Flowchart of foraging process  (b) Flowchart of chemotactic steps 

(c)Flowchart of reproduction steps  

 

     To linearize the system, a small deviation 

from an initial equilibrium point is 

considered. Assume that at the equilibrium 

point, the values of the state variables are 

x=0, pP = poP , nP = noP , pV = poV , non VV  . 

Thus, Esq. (7)–(9) can be rewritten as [1] 
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



)18(

Where   denotes the small deviation value. 

If the proportional flow control valve is used, 

the input valve voltage is proportional to the 

airflow rate. Assume that mass flow rate is 

identical in both chambers and displacement 

of the spool valve is proportional to the valve 

voltage. Then relation between the input 

voltage deviation and the flow rate deviation 

can be written as [1] 

uKmp     ,  uKmn                (13)                       

By simple volume equation, 

xAVp   , xAVn                    (14)                                                                                         

Substitute Eqs.(13) and (14) into Eqs.(10) 

and (11) and rearrange the equations, the 

following equations are obtained 
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Rearrange Eq. (12), the motion equation then 

becomes 
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5. E.coli Bacterial Swarm Foraging for 

Tuning PID controller 

     The structure of foraging-based PID 

controller is shown in Fig.(5). Each 

bacterium represents a solution of the 

problem and hence it consists of three terms: 

the first one is the pk  value, the second one 

is the dk  value and the third one is Ik . Then 

the Bacterium vector is given by:      

Bacterium= [ pk dk Ik ].  

      It must be noted here that the range of 

each gain must be specified, i.e., 

maxmin ppp kkk   ,     maxmin ddd kkk  ,    

maxIm IIin kkk   

    The most crucial step in applying forging 

is to choose the objective functions that are 

used to evaluate the cost of each bacterium. 

Some works use performance indices as the 

objective functions. Other works uses mean 

of the Squared Error (MSE), Integral of Time 

multiplied by Absolute Error (ITAE), Integral 

of Absolute Magnitude of the Error (IAE), 

and Integral of the Squared Error (ISE). In 

this work, ISE is used to minimize the error 

signal [12].  

      Foraging strategy starts with an initial 

population containing a number of bacteria 

where each one represents a solution of the 

problem which performance is evaluated by a 

cost function. The cost is evaluated after 

setting the values of controller elements from 

foraging process, then determining the 

instantaneous error of the closed-loop 

behavior. The cost value for a specified 

solution is the obtained by summing all the 

squared values of error over the settling time 

of system behaviour 

 

pK
IK dK

Tuning 

based on 

Forging

u

e
y

Pneumatic 

actuator
PID
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r

Control 

signal
Actual

position

Required

position

Figure (5) Block diagram of forging-based 

Tuning of PID controller 

 

During the search process, the foraging looks 

for the optimal setting of the PID position 

controller gains which minimizes the cost 

function. This function is considered as the 

evolution criteria for the foraging process. 
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6. Results 

     The parameters of foraging process used 

in the simulated results are listed in Table (2) 

(see the Appendix). The simulated results 

have been executed in Matlab package 

(R2008b) and the numerical solver of 

pneumatic system of equations is based on 

fourth-order Runge_Kutta with step size of 

1e-4 sec.  

     It is worth to note that each bacterium (at 

every chemotactic step) carries the solution 

of the three controller terms ( pK , dK and IK

). Figure (6) shows the behaviors of bacteria 

solution (values of controller terms) with 

respect to chemotactic steps. One can see 

that these solutions are dispersed in the 

search domain at the first generation and 

then they converge to a specified region of 

values at the end of foraging events. 

Unfortunately, the solutions of all bacteria 

finally settle at two minimum regions. 

Actually, this could be attributed to low 

value of chemotactic steps (Nc=20); as the 

problem does not have sufficient chemotactic 

steps to find a global minimum. If the 

chemotactic steps have been increased to 

(Nc=50), all solutions could be reached to a 

region of global minimum. This is evident in 

Fig.(7).  

    Figures (6) and (7) also show the behavior 

of average cost with respect to chemotactic 

step. At each chemotactic step, the cost of 

each bacterium is calculated based on ISE 

criterion and then the average of all bacteria 

costs is taken. At every generation and the 

end of all chemotactic steps, S-solutions of 

controller terms are available to the 

controller.  Therefore, one can obtain S-plots 

of closed-loop responses at each generation. 

At the end of all events, the S-final solutions 

would give the best values of controller 

parameters. Applying these final settings to 

controller parameters, refined S-plots of the 

closed-response could be obtained. One can 

see how well the closed-loop response could 

be improved over the generations of bacteria 

lives using this foraging process.   

     Figure (8) shows the behaviors of average 

cost variation as changing the probability 

value of elimination/dispersal event 

occurrence ( edP =0.1, 0.3, 0.4, 0.5 and 0.6). 

The best average cost happens with edP =0.1 

and the worse one is found with edP =0.6. 

One can argue that increasing the probability 

of elimination/dispersal occurrence would 

increase the probability of missing the best 

solutions with low costs and then those with 

high cost might dominate.   

     In Fig.(9), the reproduction number has 

been changed in steps reN =2,3 and 6. Of 

course, the result in figure is expected as the 

increasing of reproduction number 

occurrences would permit the population to 

attain newer best solutions (solutions with 

lower cost) and reject the worse ones. In 

other words, as the number of reproduction 

occurrences has been increased the promotion 

of best bacteria can be obtained.   

     Fixing the probability of elimination- 

/dispersal at low value ( edP =0.25) and 

increase the number of such event repetitions 

would permit a few solutions to leave the 

region of swarming and try to search a newer 

region at which the cost might be lower 

(regions with high concentration of 

nutrients). If happens that such few solution 

find a lower cost region, then the whole 

bacteria (solutions) would jump at this new 

tract.  

     It is seen from Fig.(10) that increasing the 

number of elimination/dispersal occurrence 

would improve the solutions toward a lower 

cost levels. 

     Figure (11) shows that lengthening the 

time interval of bacteria searching (when they 

are on the gradient) at every chemotactic step 

has an adverse effect on the average cost. 

Three values of swim length have been 

chosen ( sN =8, 6 and 5).  It is clear from the 

figure that sN =5 won the best setting that 

gives the minimum cost average.  One can 

argue that the relation between the cost 

function and the swim length is dependent on 
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the considered application. In the present 

situation, it is expected that the valley of 

global minimum is of steep edges such that 

long swim would tend to lead the solution 

out of the valley minimum; i.e., swimming 

through its minimum without stopping.   

     In Fig. (12), the chemotactic steps (per 

bacteria life time) has been changed at cN
=25, 50 and 75. For the considered 

pneumatic problem, it is found that setting 

cN =50 show the lowest average cost 

behavior. Therefore, cN =50 has been set for 

all simulations. 

 

7. Conclusion 

Based on the above simulated results, the 

following points could be highlighted: 

1. The E. coli optimization model could 

successively find the sub-optimal values 

of PID controller which gives the best 

responses for the pneumatic position 

control.  

2. Increasing the number of chemotactic 

steps would increase the time required for 

searching the global minimum. This of 

course would grant the optimization 

method a higher chance to lump their 

solutions at a global minimum. 

3. The selection of the probability value of 

elimination/dispersal event occurrence is 

problem dependent. In the present 

pneumatic system, the reaching to the 

global solution requires a low probability 

value of this event. Higher value could 

throw the best solutions away from global 

minimum and leads to instability 

problems. However, different system may 

require different setting of this value.   

4. Increasing the reproduction number would 

enhance the cost measure; as the foraging 

process could catch new best solutions and 

repel the worst ones.  

5. Increasing the number of 

elimination/dispersal occurrence would 

improve the solutions toward a lower cost 

levels.
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Figure (6) (a) behavior of cost function, (b) position time responses, (c, d, e) behaviors of  

the PID controller elements over life time of bacteria behavior 

 

6. Increasing the length of chemotactic steps 

may have an adverse effect on finding the 

global solution. The lengthy time may 

lead the solution to a region beyond the 

best one and then the global minimum 

would be lost. Therefore, the setting of 

this value is problem dependent and it  

 

 

depends on the system complexity and 

behavior near a global minimum. 
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Figure (7) (a) behavior of cost function, (b) position time responses, (c, d, e) behaviors of 

the PID controller elements over life time of bacteria behavior 

 

 

 

 

 

 

 

 

 
 

 

Figure (8) Variation of probability of elimination 

                   and dispersal occurrence 

 

 

 

 

 

 

 

 

 
 

Figure (9) Change the number of reproduction steps 

 

 

 

 

 

 

 

 

 
 

Figure (10) Change the number occurrence 

of elimination/dispersal events 

 

 

 

 

 

 

 

 

 

 

 
Figure (11) Change the swim length 

 

 

 

 

 

 

 

 

 
 

Figure (12) Change the number of chemotactic steps 

(per bacteria lifetime) 
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Appendix 
      Table (1) lists the system parameters and 

coefficients, while Table (2) gives the values 

of various conditions used in the simulated 

results. 

 
Table (1): Parameters definition and values [1] 
    Parameter Definition Value 

Temperature (T ) 300       K 

Ratio of specific heat (  )      1.4 

Air damping coefficient (C )    5 2mN  

Universal gas constant ( R )       287 

Proportional valve constant ( K ) 0.00233 skg  

Spring constant ( k )   20 N/m 

Normal pressure in chamber  p ( poP )     3 510  Pa 

Normal pressure in chamber n ( noP )     3
510  Pa 

Normal pressure in chamber p  ( poV )    20
310 3m  

Normal pressure in chamber n ( noV )    20
310 3m  

Bore area ( A )    2
310 2m  

Piston mass      M      0.4 kg 

Supply pressure sP      400 kPa 

Atmosphere pressure ( atamP )      100 kPa 

  

Table (2): Foraging parameters used in simulations 
Parameter Definition      Fig.6       Fig. 7       Fig. 8 Fig.9        Fig.10      Fig.11       Fig. 12 

Number of bacteria in the population (S)   20  20  20  40    40   40    40 

The length of swim (Ns)    4  4   4  4    4 Var.    4 

Number of reproduction steps (Nre)    4  4   4  4  Var.    4    4 

Number of chemotactic step (Nc)  20 50 Var.  50   50   50   50 

Number of elimination/dispersal events (Ned)   2   2  2 Var.   2   2    2 

Number of bacteria splits per generation (Sr)  10 10  10  20   20   20   20 

Probability of dispersal occurrence (Ped) 0.25 0.25  0.25 0.25  0.25  0.25  Var. 

Height  of  repellent  effect  ( .reph )    0.1   0.1   0.1   0.1   0.1   0.1   0.1 

Width of  repellent  effect  ( .repw )    10    10   10   10    10    10  10 

Width of  attractant  effect  ( .attrw )  0.2   0.2   0.2   0.2    0.2    0.2  0.2 

Width of  attractant effect   ( .attrd )   0.1   0.1   0.1   0.1    0.1    0.1   0.1 
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Abstract 

A Tuning Model Reference Adaptive 

Controller (TMRAC) for a synchronous 

generator is presented in this paper. The 

controller performs the function of terminal 

voltage of the machine. The proposed 

controller is used to overcome the problems 

of nonlinearities and parametric uncertainties 

for Synchronous Generator (SG). The results 

verify improved performance of TMRAC 

comparing to conventional Automatic 

Voltage Regulator (AVR) under various 

operating conditions. 

 

Keyword: Mode Reference Adaptive 

Controller, synchronous generator, 

Automatic Voltage Regulator (AVR) 

 

1. Introduction 

Synchronous generators are responsible for 

the bulk of the electrical power generated in 

the world today. The voltage stability and 

power quality of the electrical system depend 

on proper operation of AVR. Synchronous 

generator excitation control is one of the 

most important measures to enhance power 

system stability and to guarantee the quality 

of electrical power it provides. The main 

control function of the excitation system is to 

regulate the generator terminal voltage which 

is accomplished by adjusting the field 

voltage with respect to the variation of the 

terminal voltage [1]. Synchronous Generator 

in a power system is a non-linear and fast 

acting which are continuously subjected to 

load variations [2,3]. Nowadays, Design 

technology of AVR is being broadly 

improved. Nonlinearities and parametric 

uncertainties are unavoidable problem faced 

in controlling the output voltage of SG when  

 

working alone or with others. Fig (1) shows a 

block diagram of SG and AVR system [4]. 

 

Conventional linear controllers for the 

synchronous generator consist of the AVR to 

maintain constant terminal voltage and the 

turbine governor to maintain constant speed 

and power at some set point. They are 

designed to control, in some optimal fashion, 

the generator around one particular operating 

point; and at any other point the generator‟s 

damping performance is degraded [5]. 

 

A number of new control theories and 

methods have been introduced to design high 

performance excitation controllers to deal 

with the problem of transient stability for 

nonlinear synchronous generator models. 

Among them the Lyapunov method, singular 

perturbation methods, feedback linearization 

and sliding mode control, linear optimal 

control, the adaptive control method 

associated with neuro technique, the fuzzy 

logic control theory [2,6]. 

 

The proposed controller in this paper is 

TMRAC [7]. It is used to design an AVR for 

a non-linear and fast acting synchronous 

generators which is subjected to continuously 

load variations. the controller parameter 

tuned according to their effect on the rise 

time, peak over shoot and steady state 

response where each parameter is examined 

separately and Parameter are adjusted to 

overcome their drift. The voltage stability is 

obtained even though the plant mathematical 

model is unknown. 

 

 

Paper Reference: ECCCM 10/59 
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Fig (1) Block diagram of a synchronous 

generator and AVR 

 

2. Model Reference Adaptive Controller 

(MRAC) 

The MRAS is one of the main approaches to 

adaptive control. The desired performance 

can be expressed in term of a reference 

model. The system consists of two loops. An 

inner loop, which is an ordinary feedback 

loop, composed of the plant and the 

regulator. The parameters of the regulator are 

adjusted by the outer loop in such away that 

the error between the plant output and the 

model output becomes small. The outer loop 

is thus also a regulator loop. The problem is 

to determine the adjustment mechanism 

which brings the error to zero for all 

command signals. The block diagram of the 

MRAC is shown in Figure (2). 

A single-input single-output system, which 

may be either a continuous time or a discrete 

time model, is given by[8] 
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Where u is the control signal and y is the 

output signal. The symbols 
pA  and 

pB  

denote polynomials in differential operator. 

The polynomial 
pA  assumed to be monic 

 

 

 

 

Figure (2) Block Diagram of MRAC [8] 

 

(the first coefficient is unity). The regulator 

can be found according to the relation 

between command signal 
cu  and the desired 

output signal  
my  as 

     2tu
A

B
ty c

m

m

m   

A general linear control law is 

 3yGuTuR c   

Where GandTR ,  are polynomials. 

Figure (3) shows the regulator block 

diagram. 

 

 

 
 

Figure (3): Regulator Block Diagram 

 

 

 40 mPP AABGBRA 
 

where
mA  is the desired model poles, 

0A  is 

the observer poles ( they must have faster 
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response than the desired poles)  and B  is 

the cancelled zeros (it is used to cancel the 

effect of plant zeros). Observer poles are 

added to become possible to obtain 

GandR  from equation (4). The polynomial 

T  can be found from the following equation 

 5/ 00 bBAT m  

 

)6(021 AAPPP m  

where 2P  is a stable monic polynomial of the 

same degree as R  

The filter error can be introduced as  

   7mf yy
p

Q
e   

Filtered error in term of regression vector can 

be written as 

 8
1 0

10

0









 

T

m

f u
PAA

Qb
e  

where Q  is a polynomial whose degree is not 

greater than mAA0 degree,   is the 

regression vector and 
0  is the true regulator 

parameters. 

The feedback control law is 

   91 Pu T  

where is the actual regulator parameter. 

Using this control law, it follows from    

eq.(8) that that the  

 

Introduce the signals ς and µ, defined by 

 10
1

1








  Tu

P
 

 11
0

0 
m

f
AA

Qb
e   

where   is the augmented error and ς is the 

error augmentation. The Gradient Rule that 

used for updating parameters is 

 12



dt

d
 

where γ is the adaptation gain. Figure (4) 

shows a block diagram of a model reference 

adaptive controller. the controller is designed 

using Matlab/Simulink, the reference model 

is a second order and the input signal is a unit 

step signal. The plant of synchronous 

generator model with saturation non-

lineartyis taken from Matlab toolbox. 

 

 
Figure (4): the block diagram of a MRAS for  

                  SISO system 

 

3. The Synchronous Generator Model  

(Plant) 

the synchronous generator terminal voltage 

under faulted condition has been shown that 

the dynamic response of SG in a practical 

power system when a fault occurs is very 

complicated including many nonlinearities 

such as the magnetic saturation. However, 

the classical third order dynamic generator 

model has been commonly used for 

designing the excitation controller. This third 

order model can be shown in [3].  The 

MATLAB/SIMULINK toolbox synchronous 

generator model takes into account the 

dynamics of the stator, field, and damper 

windings. The equivalent circuit of the model 

is represented in the rotor reference frame 

(qd frame). All rotor parameters and 

electrical quantities are viewed from the 

stator. They are identified by primed 

variables. The subscripts used are defined as 

follows: 

 

 d,q: d and q axis quantity 

 R,s: Rotor and stator quantity 

 l,m: Leakage and magnetizing 

inductance 

 f,k: Field and damper winding 

quantity 

  
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The electrical model of the machine is

qRddsd
dt

d
iRV           (13)  

Where  )( ''

kdfdmdddd iiLiL   and 

'

kqmqqqq iLiL   

dRqqsq
dt

d
iRV              (14) 

'''

fdfdfdfd
dt

d
iRV            (15) 

Where  )( ''''

kddmdfdfdfd iiLiL   

'''

kdkdkdkd
dt

d
iRV            (16) 

Where  )( ''''

fddmdkdkdkd iiLiL   

 

'

1

'

1

'

1

'

1 kqkqkqkq
dt

d
iRV          (17) 

Where qmqkqkqkq iLiL  '

1

'

1

'

1  

'

2

'

2

'

2

'

2 kqkqkqkq
dt

d
iRV          (18) 

Where  qmqkqkqkq iLiL  '

2

'

2

'

2  

The saturation non linearity can be added to 

the synchronous generator model by activate 

the saturation of field current in MATLAB / 

Simulink program.  

 

 

4. Determination of Controller Parameters 

For the plant has exact mathematical model 

the controller parameters can be obtained 

directly by applying equations 4 and 5. But 

the controller parameters for Synchronous 

Generator which has nonlinearities and 

parametric uncertainties can not found 

directly from equations 4 and 5. The 

parameters of regulator can be determined as 

follows  

(1) Set all parameters of the regulator 

and adaptation gain (γ) to zero. 

(2) Applying test signal to the system 

(plant and the controller) and observe 

the response. 

(3) Set an arbitrary value for last 

coefficient for polynomial T(s) of the 

regulator parameters then record its 

effect on the response, change its 

value until good results obtained. 

(4) Repeat step 3 for other coefficients of 

polynomial T(s) consequently until 

the first coefficient. 

(5) Repeat step 3 and 4 for polynomial 

R(s) and G(s) consequently. 

 

 

5. Simulation and Results 

The AVR for SG with saturation 

effect of exciter is designed and implemented 

using the conventional PID and TMRAC 

which are shown in figures (5 and 6) 

respectively, and the parameter for SG used 

in the simulation are shown in table (1).  

The study of the regulator parameters 

21

2

0

1

21

2

0

)(

)(

,)(

gsgsgsG

andrssR

tststsT







 

 

effect on the transient and steady state 

response of SG with zero adaptation gain  

can be done by applying Simulink program 

shown in figure(6). 

 

     t2:   Increase the value of this parameter 

will tend to decrease the rise time 

and increase the steady state level 

as shown in figure (7). Figure (7) 

shows the responses of different 

values of parameter t2 with the 

present of exciter saturation (upper 

limit=2 & lower limit=0) and all the 

other parameters of regulator are set 

to zero value.  

     g2:  Increase the value of this parameter 

will tend to decrease the steady 

state level as shown in figure (8). 

Figure (8) shows the responses of 

different values of parameter g2with 

the present of exciter saturation 



ECCCM 2011, January 30 – 31, 2011                                                         University of Technology   
Control and Systems Engineering Department                                                Baghdad-Iraq              

 38 

(upper limit=2 & lower limit=0), 

parameter t2=1000 and all other the 

parameters of regulator are set to 

zero value.  

     g1:  Increase the value of this parameter 

will tend to decrease the overshoot 

as shown in figure (9). Figure (9) 

shows the responses of different 

values of parameter g1 with the 

present of exciter saturation (upper 

limit=2 & lower limit=0), parameter 

t2=1000, parameter g2=900, and all 

the other parameter of regulator are 

set to zero value.  

 

From this study we observed the rest 

controller parameters (t1, t0, r1, and g0) have 

no a valuable effect on the response. So they 

are not tuned and set to zero.  

 

When the TMRAC examined with unit step 

input, second order reference model (0.7 

damping ratio and 4 rad/second natural 

frequency), and exciter saturation (upper 

limit =2 &lower limit=0). The obtained 

results for different loads (heavy=1.9MVA, 

medium=1MVA, light=.1MVA) are 

according to the following cases:- 

 

Case one with regulator parameters (t2=1000, 

g2=900, g1=250, and t1=t0=r1=g0=0) and no 

adaptation (adaptation gain equal to zero) the 

obtained responses are depicted in figure 

(10), which shows good response only with 

medium load. 

 

   Case two with the same setting of regulator 

parameters as in case one and adaptation for 

dominant parameter g2 (adaptation gain (γ) 

for parameter g2=120 and the other 

parameters adaptation gain sated to zero).  

The obtained responses are shown in figure 

(11), which shows good responses for 

different loads. The adaptations of parameter 

g2 for different loads are depicted in figure 

(12). It is clear from figure (12) the 

adaptation time approximately four second. 

 

 The conventional PID controller responses 

with same exciter saturation and loads are 

shown in figure (13). The used gains for PID 

controller are (proportional =5, integral =4, 

derivative =0.001). Figure (13) shows high 

over shoot and large settling time compared 

with TMRAC for different loads.  

 

 
    Table (1) parameter of SG from Matlab    R2008a 

 

 

 

 

Figure(5) PID simulink program for SG with 

exciter saturation 

 

 

 

 

 

Rated Power         KVA 2000 

Rated voltage       V(L-L) 400 

Rated frequency     HZ 50 

stator resistance      pu .0095 

Stator inductance    pu 0.05 

Quadrature mutual ind.pu 1.51 

direct mutual ind.pu 2.06 

Field resistance        pu .001971 

Field inductance       pu .3418 

Damper resistance   pu .2013 

Damper inductance   pu 2.139 

Inertia coefficient     pu o.3072 
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Figure (6): Simulink program of TMRAC for 

SG & saturation 

 

 

 

 

 

 

 
 Figure (7): TMRAC response for t2 

parameter when other parameters are zero 

 

 

 
 

 
Figure (8): TMRAC response for parameters 

g2 and t2=1000 

 

 

 

 

 

 

 

 
Figure (9): TMRAC responses for parameter  

                g1, g2=900 and t2=1000 
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Figure (10): TMRAC response for different 

loads and adaptation gain=0 (no adaptation) 

 

 

 

 

 

 
Figure (11): TMRAC response for different 

loads with adaptation gain of g2=120 

 

 

 
Figure (12): the adaptation of parameter g2 

for different loads  

 

 

 

 

 

 
Figure (13): PID response for different loads 
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6. Conclusions 

The design parameters of adaptive control 

have been investigated via several 

simulations. The results of this study can be 

summarized as follows: 

1. With the novel approach, asymptotically 

stable response is achieved even though 

the plant with unknown dynamic 

equations of physical system.  

2. The regulator parameters can be tuned 

without adaptation (adaptation gain =0) 

until the response approximately reach 

the reference model. 

3. After adaptation mechanism works, the 

response will be very close to the 

reference model. 

4. Only the dominant regulator parameters 

can be used. 

5. The adaptation mechanism can be used 

for only one parameter.  

6. The implementation of TMRAC used in 

this work is simple because of reduction 

in regulator parameters and the number 

of dominant parameters having 

adaptation.  

7. The TMRAC has better response than 

conventional PID controller for the 

different loads. 

8. The contributions obtained from this 

work are the adaptation mechanism for 

only one parameter and only the 

dominant regulator parameters can be 

used in the TMRAC.  
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Abstract 

This paper discusses the transient 

voltage stability of a synchronous generator 

at its bus in a power system with a detailed 

transient modeling for the generator after 

being subjected to a three phase fault, and 

designed a Takagi-Sugeno first order fuzzy 

logic controller with center of area 

defuzzification algorithm as a fuzzy logic 

controller based exciter to stabilize the 

terminal voltage and to damp its oscillations 

so to keep the generator under balanced 

working conditions. The proposed exciter 

can be easily modified by changing the 

steady state field voltage value to be applied 

to any other synchronous generator. This 

paper also used the integral of square error as 

an indicator of the terminal voltage stability 

and monitors all of the generator variables 

specially the rotor angle to see whether the 

generator will maintain synchronism or not 

after the occurrence of the fault. 

Keywords: Voltage stability, Fuzzy 

controller, Exciter, Integral of square error. 

 

List of symbols: 

𝒅𝑽𝒆𝒓𝒓 Change in error voltage. 

𝑬𝒇 The field excitation voltage on the 

stator side. 

𝑬𝒒
′  , 𝑬𝒅

′  The stator voltages behind the 

transient reactances. 

 𝒇𝒂𝒃𝒄  Any three phase (AC) quantities. 

 𝒇𝒒𝒅𝟎  The equivalent two phase (DC) 

quantities. 

 

𝑯 Inertia constant. 

𝒊𝒒, 𝒊𝒅 The stator windings currents. 

𝝀 Flux linkage. 

𝒎𝒎𝒇 Magneto-motive force. 

𝒓𝒔 The stator winding resistance. 

𝒓𝒆, 𝒙𝒆 The external line resistance and 

reactance respectively. 

𝑻𝒂𝒄𝒄 The rotor accelerating torque. 

𝑻𝒆𝒎 The electro-mechanical torque 

developed. 

𝑻𝒎𝒆𝒄𝒉 The input mechanical torque. 

𝑻𝒒𝒐
′  , 𝑻𝒅𝒐

′ Transient time constants, which  

represent the change in the field 

currents in response to a change in the  

excitation voltage. 

 𝑻𝒒𝒅𝟎 𝜽   The Park‟s transformation matrix  

 with respect to angle 𝜃 . 

𝑽𝒆𝒓𝒓 Error voltage. 

𝑽𝒒𝒊
𝒓  , 𝑽𝒅𝒊

𝒓  Infinite bus voltages referred to the  

 rotor synchronously rotating frame. 

𝑽𝒒𝒊
𝒔  , 𝑽𝒅𝒊

𝒔  Infinite bus voltages referred to the  

 stator synchronously rotating frame. 

𝝎𝒃 The base electrical angular frequency. 

𝒙𝒒 , 𝒙𝒅 The synchronous steady state 

reactences. 

𝒙𝒒
′  , 𝒙𝒅

′  The synchronous transient reactences. 

𝜹 Rotor angle. 

List of abbreviations: 

COA  Center of area. 

FLC  Fuzzy logic controller. 

ISE  Integral of square error 

Paper Reference: ECCCM 10/48 
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1. Introduction: 

Voltage stability refers to the ability of a 

power system to maintain steady voltages at 

all buses in the system under normal 

operating conditions and after being 

subjected to a disturbance from a given initial 

operating condition. According to the time 

frame of interest there are two main types of 

voltage instability that the power system may 

suffer during its operation which are long 

term voltage instability and transient or short 

term voltage instability [1]. 

The long term voltage instability caused by 

the inability of the power system to meet the 

demand for reactive power which will lead to 

voltage collapse in one or more buses, while 

the transient voltage instability occurs after 

the system being subjected to a disturbance 

followed by either slow or inappropriate 

control action from the controlling device 

which will lead to oscillations in the voltage 

and therefore oscillation in the active, 

reactive power and the rotor angle and as a 

subsequence loose of synchronism; in other 

words improving the transient voltage 

stability will also improve the rotor angle 

stability [2] [3]. 

The controller which will be discussed in this 

paper is the field windings exciter of a 

synchronous generator, because it is directly 

control the voltage magnitude and the 

reactive power injected to the system by the 

generator which is the primary source of 

reactive power in the system and to great 

extent responsible for maintaining a good 

voltage profile across the power system [4]. 

2. Synchronous machine transient 

modeling: 

The case study system is shown in fig. 1 

below which consists of one synchronous 

generator connected to an infinite bus by a 

short transmission line with 𝑟𝑒  and 𝑥𝑒 . 

3-Phase fault

Infinite 

Bus

𝑟𝑒  𝑗𝑥𝑒  

Synch. Gen.

𝐼𝑔  

 
Fig. 1 Synchronous generator connected to 

infinite bus. 

The Park‟s transformation or 𝑞𝑑𝑜 

transformation would be used to model the 

synchronous generator for two main reasons 

firstly to isolate the voltage control from the 

torque control and secondly is for sake of 

simplicity and reduction of calculations 

because it converts the three phase AC 

quantities into two phase DC equivalent 

quantities. The Park‟s transformation consists 

of two imaginary axes, the one to the north 

pole is the direct or 𝑑 − 𝑎𝑥𝑖𝑠, the quadrature 

or 𝑞 − 𝑎𝑥𝑖𝑠 is defined in the direction 90 

electrical degrees ahead of the direct axis. 

The field 𝑚𝑚𝑓 will be along the 𝑑 − 𝑎𝑥𝑖𝑠, 

and the stator internal voltage, 𝑑𝜆𝑎𝑓 /𝑑𝑡 will 

be along the 𝑞 − 𝑎𝑥𝑖𝑠. And it should be 

mentioned that the damping winding is not 

effectiveduring the transient time interval 

therefore it won‟t be mentioned and also the 

changes in the stator 𝑞𝑑 flux linkages will be 

neglected [5]; also the transient of 𝑥𝑞  

reactance will be ignored in equations 5.B, 

𝐷𝑧  eq., 6 and 8.B because its time constant is 

relatively small compared to𝑥𝑑  transient time 

constant, as an example for the simulated 

machine 𝑇𝑑𝑜
′ = 7.9 𝑠𝑒𝑐.   while  𝑇𝑞𝑜

′ =

0.41 𝑠𝑒𝑐.; in which these times represent the 

effective time for each reactance [6]. 

The Park‟s transformation matrix and its 

inverse are shown below: 

 𝑻𝒒𝒅𝟎 𝜽  

=
𝟐

𝟑

 
 
 
 
 
 𝒄𝒐𝒔𝜽 𝒄𝒐𝒔  𝜽 −

𝟐𝝅

𝟑
 𝒄𝒐𝒔  𝜽 +

𝟐𝝅

𝟑
 

𝒔𝒊𝒏𝜽 𝒔𝒊𝒏 𝜽 −
𝟐𝝅

𝟑
 𝒔𝒊𝒏 𝜽 +

𝟐𝝅

𝟑
 

𝟏

𝟐

𝟏

𝟐

𝟏

𝟐  
 
 
 
 
 

 (𝟏. 𝐀) 
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 𝑻𝒒𝒅𝟎 𝜽  
−𝟏

=

 
 
 
 
 

𝒄𝒐𝒔𝜽 𝒔𝒊𝒏𝜽 𝟏

𝒄𝒐𝒔  𝜽 −
𝟐𝝅

𝟑
 𝒔𝒊𝒏 𝜽 −

𝟐𝝅

𝟑
 𝟏

𝒄𝒐𝒔  𝜽 +
𝟐𝝅

𝟑
 𝒔𝒊𝒏 𝜽 +

𝟐𝝅

𝟑
 𝟏 

 
 
 
 

(𝟏. 𝐁) 

And they can be used to change the 

quantities from three phase to two phase 

representation and vice versa by using the 

following equations: 

 𝒇𝒒𝒅𝟎 =  𝑻𝒒𝒅𝟎 𝜽  ∗  𝒇𝒂𝒃𝒄  (2.A) 

 𝒇𝒂𝒃𝒄 =  𝑻𝒒𝒅𝟎 𝜽  
−𝟏

∗  𝒇𝒒𝒅𝟎  (2.B) 

Using the above equation (2) the infinite bus 

voltages will be referred to 𝑞𝑑𝑜 axes of the 

stator synchronously rotating frame, then 

they will be transformed from the 

synchronously rotating frame of the stator to 

the one of the rotor by using the following 

equation (3): 

 
𝑽𝒒𝒊

𝒓

𝑽𝒅𝒊
𝒓  =  

𝐜𝐨𝐬 𝜹 −𝐬𝐢𝐧𝜹
𝐬𝐢𝐧 𝜹 𝐜𝐨𝐬𝜹

  
𝑽𝒒𝒊

𝒔

𝑽𝒅𝒊
𝒔   (3) 

The synchronously rotating frame on the 

rotor will be the reference frame and all the 

variables will be transformed to it and 

calculated according to this assumption, and 

all the rotor quantities will be referred to the 

stator side by using the appropriate turns 

ratio [5].By definition, the frequency of the 

infinite bus is constant at the synchronous 

value. With only one machine, it will be 

convenient for calculation purposes to select 

the phasor of the infinite bus voltage as the 

reference phasor and also the 𝑞 − 𝑎𝑥𝑖𝑠 of the 

synchronously rotating reference frame. With 

this choice of synchronously rotating 

reference frame, 𝑉𝑑𝑖
𝑟 in the above equation 

will be identically zero. 

The voltage behind the transient reactance 

(speed voltage) will be: 

𝒅𝑬𝒒
′

𝒅𝒕
=

𝟏

𝑻𝒅𝒐
′  𝑬𝒇 −  𝒙𝒅 − 𝒙𝒅

′  𝒊𝒅 − 𝑬𝒒
′   (4.A) 

𝒅𝑬𝒅
′

𝒅𝒕
=

𝟏

𝑻𝒒𝒐
′

  𝒙𝒒 − 𝒙𝒒
′  𝒊𝒒 − 𝑬𝒅

′   (4.B) 

Thus the stator windings currents will be: 

𝒊𝒒 =
𝟏

𝑫𝒛
 − 𝒓𝒔 + 𝒓𝒆  𝑽𝒒𝒊

𝒓 − 𝑬𝒒
′  

−  𝒙𝒅
′ + 𝒙𝒆  𝑽𝒅𝒊

𝒓 − 𝑬𝒅
′    (5.A) 

𝒊𝒅 =
𝟏

𝑫𝒛
  𝒙𝒒 + 𝒙𝒆  𝑽𝒒𝒊

𝒓 − 𝑬𝒒
′  

+  𝒓𝒔 + 𝒓𝒆  𝑽𝒅𝒊
𝒓 − 𝑬𝒅

′    (5.B) 

𝑊𝑕𝑒𝑟𝑒 
𝑫𝒛 =  𝒓𝒔 + 𝒓𝒆  𝒓𝒔 + 𝒓𝒆 +  𝒙𝒒 + 𝒙𝒆  𝒙𝒅

′ + 𝒙𝒆  

The electro-mechanical torque developed 

equation is: 

𝑻𝒆𝒎 = 𝑬𝒒
′ 𝒊𝒒 + 𝑬𝒅

′ 𝒊𝒅 + 𝒊𝒅𝒊𝒒 𝒙𝒒 − 𝒙𝒅
′   (6) 

While the rotor accelerating torque equation 

will be: 

𝑻𝒂𝒄𝒄 = 𝑻𝒎𝒆𝒄𝒉 + 𝑻𝒆𝒎 − 𝑺𝒍𝒊𝒑 ∗ 𝑫𝒂𝒎𝒑. 𝑭𝒂𝒄𝒕𝒐𝒓 (7) 

𝑊𝑕𝑒𝑟𝑒 

𝑺𝒍𝒊𝒑 =
𝟏

𝟐𝑯
 𝑻𝒂𝒄𝒄𝒅𝒕 

Then the 𝑞𝑑 − 𝑎𝑥𝑒𝑠components of the 

terminal voltage will be: 

𝑽𝒒𝒕 = 𝑬𝒒
′ − 𝒓𝒔𝒊𝒒 − 𝒙𝒅

′ 𝒊𝒅 (8.A) 

𝑽𝒅𝒕 = 𝑬𝒅
′ − 𝒓𝒔𝒊𝒅 + 𝒙𝒒𝒊𝒒 (8.B) 

Finally the terminal voltage, current, active 

and reactive power, and delta equations are: 

|𝑽𝒕| =  𝑽𝒒𝒕
𝟐 + 𝑽𝒅𝒕

𝟐  (9) 

 𝑰 =  𝒊𝒒
𝟐 + 𝒊𝒅

𝟐 (10) 

𝑷 = 𝑽𝒒𝒕𝒊𝒒 + 𝑽𝒅𝒕𝒊𝒅 (11) 

𝑸 = 𝑽𝒒𝒕𝒊𝒅 − 𝑽𝒅𝒕𝒊𝒒 (12) 
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𝜹 = 𝝎𝒃  𝑺𝒍𝒊𝒑𝒅𝒕 (13) 

3. Fuzzy Based proposed exciter: 

The real problem which will face any 

researcher in this specific topic is the high 

non-linearity of the synchronous generator 

dynamics [7].Some studies concerning FLC 

applications in excitation controller design 

using fuzzy set theory have been developed 

before [7], [8], [9] & [10]. 

3.1. Fuzzy logic controller structure: 

In conventional control, the amount of 

control is determined in relation to a number 

of data inputs using a set of equations to 

express the entire control process. Expressing 

human experience in the form of a 

mathematical formula is a very difficult task, 

if not an impossible one. Fuzzy logic 

provides a simple tool to interpret this 

experience into reality. FLCs are rule-based 

controllers. The structure of the FLC 

resembles that of a knowledge-based 

controller except that the FLC utilizes the 

principles of fuzzy set theory in its data 

representation and its logic [11]. The basic 

configuration of the FLC can be simply 

represented in four parts, as shown in fig. 2 

below: 

Database Rule Base

Fuzzifier Inference Engine Defuzzifier
Fuzzy Fuzzy

Knowledge Base

Crisp Crisp

Controller 
Outputs

Controller 
Inputs

Fuzzy Logic Controller

Fig. 2 Schematic diagram of the FLC [11]. 

Fuzzification module, the functions of 

which are, first, to read, measure, and scale 

the control variable (e.g. voltage, current) 

and, second, to transform the measured 

numerical values to the corresponding 

linguistic (fuzzy) variables with appropriate 

membership values. 

Knowledge base, which includes the 

definitions of the fuzzy membership 

functions defined for each control variable 

and the necessary rules that specify the 

control goals using linguistic variables. 

Inference mechanism, which is the kernel of 

the FLC. It should be capable of simulating 

human decision making and influencing the 

control actions based on fuzzy logic. 

Defuzzification module, which converts the 

inferred decision from the linguistic variables 

back to numerical values. 

3.2. Fuzzy Based proposed exciter design: 

There are mainly two types of FLC, Takagi-

Sugeno FLC and Mamdani FLC, The 

Mamdani FLC used mainly for diagnosing, 

planning and for offline or slow speed 

systems because it involves the computation 

of a two dimensional shape by summing of 

the output memberships, which is a time 

consuming calculation; while the Takagi-

Sugeno FLC ignores the output fuzziness and 

consider each output membership as a 

constant (singleton)  resulting in a faster 

response of the system which makes the 

Takagi-Sugeno FLC superior on the 

Mamdani in the fast systems applications. 

Many researches showed that the structure of 

the Takagi-Sugeno FLC is more robust in the 

presence of noisy input data. Furthermore, 

when the sensitivity of both Takagi-Sugeno 

and Mamdani systems tested it would be 

observed that the Takagi-Sugeno FLC is 

more sensitive in areas where there is 

significant imprecision in the input 

representation, i.e. when the fuzzy sets 

overlap, and this point is very helpful in 

designing a FLC with relatively wide range 

of the input signal [12]. 

In order to keep the controller acting for the 

current and the upcoming instance the 

controller shall not ignore any gradient of the 

input variables and therefore the controller 

shall use COA defuzzification algorithm; it is 

the must used method although its 

computational complexity is relatively high 

[13]. The input and the output variables 

memberships are shown in fig. 3 below: 
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Fig. 3.a Error voltage  𝑉𝑒𝑟𝑟   memberships 

(trigonometric). 

 
Fig. 3.b Change in error voltage  𝑑𝑉𝑒𝑟𝑟   

memberships (trigonometric). 

 
Fig. 3.c Field voltage  𝐸𝑓 memberships 

(singleton). 

Fig. 3 shows the input and the output 

variables memberships of the controller. 

Where: NB-Negative Big, NM-Negative 

Medium, NS-Negative Small, ZE-Zero, PS-

Positive Small, PM-Positive Medium, and 

PB-Positive Big. 

 

The fuzzy rules used in this controller are 

Takagi-Sugeno first order rules and they are 

given in table 1 below: 

Table 1 the proposed FLC Rule Base. 
𝑑𝑉𝑒𝑟𝑟  

 

𝑉𝑒𝑟𝑟  

PBDV PMDV PSDV ZEDV NSDV NMDV NBDV 

PBV PBU PBU PBU PBU PMU PSU ZEU 

PMV PBU PBU PMU PMU PSU ZEU NSU 

PSV PBU PMU PMU PSU ZEU NSU NMU 

ZEV PMU PMU PSU ZEU NSU NMU NMU 

NSV PMU PSU ZEU NSU NMU NMU NBU 

NMV PSU ZEU NSU NMU NMU NBU NBU 

NB ZE NS NM NB NB NB NB 

The rules uses only the fuzzy (And) operator 

between the input variables memberships 

which are (Error Voltage) and (Change in 

Error Voltage) (shown in the clear cells) to 

form the incident and the output 

memberships (shown in the shaded cells) as 

the consequence [11]. The control surface of 

the proposed FLC based exciter is shown in 

fig.4. 

For each instant the proposed FLC based 

exciter will act according to the flowchart 

shown in fig. 5. 

 
Fig. 4 The control surface of the proposed 

FLC based exciter. 

Start

Read (Verr) and (dVerr)

Determine the fuzzy membership values 
asociated with (Verr) and (dVerr).

(Fuzzification Stage)

Determine which of the rules to be fired and 

to what degree from the rule base and the 

appropriate output fuzzy membership values.

(Inference Engine Stage)

Apply COA algorithm to determine the 

crisp value of the Field Voltage (Ef)

(Defuzzification Stage)

End
 

Fig. 5Proposed FLC based exciter flow chart. 

 

4. Simulation and results: 

The above shown system in fig. 1 will be 

simulated by solving the equations in section 

2 using MATLAB/Simulink, the disturbance 

subjected to the system is a three phase solid 

fault on the infinite bus which will reduce the 

infinite bus voltage to zero, the first run will 

be with the field windings of the generator 

being fed from a conventional DC1A 
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excitation system model [14] while the 

second one will be fed from the proposed 

fuzzy based exciter. The system will be re-

subjected to the fault after 10 seconds in 

order to check the robustness of the exciter. 

The simulation also shows the ISE of the 

terminal voltage as an index of its stability. 

Simulink Signal Scopes were used to display 

and store the variables values, but in order to 

get clear graphs the data stored in the 

(Scopes) were plotted using the (plot) 

command in the (MATLAB) command 

window. 

 

 

4.1. The first run results: 

 
Fig. 6 The terminal voltage response of the 

generator. 

 

 

 
Fig. 7 The ISE of the terminal voltage 

response. 

 
Fig. 8.a all of the generator parameters. 

 
Fig. 8.b the rotor angle of the generator. 

Fig. 8 shows the response of all the generator 

variables after being subjected to the fault. 

 

4.2. The second run results: 

 
Fig. 9 The terminal voltage response of the 

generator. 
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Fig. 10 The ISE of the terminal voltage 

response. 

 
Fig. 11 Shows the response of all the 

generator variables after being subjected to 

the fault. 

5. Discussion: 

The first run shows clearly that the 

conventional DC1A exciter couldn‟t handle 

the fault which leads to large scale 

oscillations in the terminal voltage (fig. 6) 

which makes the terminal voltage had a 

progressive ISE (fig. 7), (fig. 8.a) shows that 

all of the generator variables active power, 

reactive power and the electro-mechanical 

torque are oscillating without damping, while 

(fig. 8.b) shows the rotor angle goes out of 

order indicating that, the machine had lost 

synchronism from the first occurrence of the 

fault. 

The second run with the proposed exciter 

shows fast damping for the oscillations of the 

terminal voltage (fig. 9) and stable ISE after 

each occurrence of the fault (fig. 10), and 

(fig. 11) shows that all of the generator 

variables have been damped and stabilized 

due to the action of the proposed FLC based 

exciter. 

6. Conclusion: 
The conventional exciter in which its control 

action is very dependent on the generator 

response because of the built-in feedback 

control loops is unable to change the control 

action significantly from one distinct value to 

another with relatively large difference 

between them fast enough, i.e. has a slow 

controlling action and therefore it is 

incapable of handling many kinds of 

disturbances without additional assistance 

from stabilizing and protecting elements, 

while the fuzzy controller deals with current 

values of the input variables, in other words, 

it adapts itself to the current instant which 

makes it faster than the conventional control 

feedback strategies used in the conventional 

excitation systems in handling sever 

disturbances with fast and large scale 

fluctuations without relying on any other 

stabilizing or protecting elements. 
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Appendix: 

Simulink blocks for the simulated system: 

 
Fig.A.1 The total system with the DC1A 

excitation system. 

 
Fig. A.2 The total system with the proposed 

FLC based exciter. 
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Fig. A3 inside the (Synchronous Generator 

Transient Model) subsystem 

 
Fig. A4 inside the (qde2qdr Transformation 

Matrix) subsystem 

 
Fig. A5 inside the (Stator Windings Eq.) 

subsystem 

 
Fig. A6 inside the (Rotor Motion Eq.) 

subsystem 

 
Fig. A7 inside the (VIPQ Eq.) subsystem
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Abstract 

Permanent Magnet Stepper Motors 

(PMSM) are widely used in systems that 

demand high accuracy with quick response. 

Their applications can be found in 

numerical control of machine tools (CNC), 

robotics, etc. The open-loop control scheme 

suffers from low-performance capability 

and lack of adaptability to load and system 

parameters variations. The closed-loop 

principle was introduced in order to 

increase the speed accuracy of the stepping 

motor while making it less sensitive to load 

disturbances. PMSMs are characterized by 

complexity of their dynamic model. The 

paper objective is initially concerned with 

the analysis and description of PMSM 

dynamic model. Then to increase measuring 

system reliability and save cost and weight, 

an estimator has been introduced to 

estimate both angular speed and angular 

position. These estimated measurements 

will be fedback to the controller to 

compensate actual measurements which is 

conventionally given by encoder or 

tachogenerator devices. The suggested 

estimator is based on Extended Kalman 

Filter (EKF) algorithm.  

To obtain a prescribed dynamic 

performance, a controller is suggested to 

compensate the change of system parameters. 

Conventional Proportional and Integral   (PI) 

controller could not intelligently compensate 

such parameter variation due to its fixed 

characteristics, unless its terms is repeatedly 

retuned. The fuzzy logic, based on 

uncertainty theory, can work as a good 

intelligent controller for stepper motor. The 

significant feature of PI fuzzy controller is 

that it does not rely on the system complexity 

and model. The results showed that the PI 

fuzzy controller is more robust than the 

conventional PI controller.  

 

Keywords: Stepper Motor, PI Fuzzy Logic 

controller, Extended Kalman Filter 

 

1. Introduction: 

The stepper motor is an electromagnetic 

device that converts digital pulses into 

mechanical shaft rotation. The shaft of a 

stepper motor rotates in discrete step 

increments when electrical command pulses 

are applied to it in the proper sequence. The 

sequence of the applied pulses is directly 

related to the direction of motor shafts 

rotation. The speed of the motor shafts 

rotation is directly related to the frequency of 

the input pulses. The step angle is the angle 

by which a stepper motor shaft rotates in 

response to an input signal pulse. 

 

Many advantages are achieved using this 

kind of motors, such as [1]: the rotation 

angle of the motor is proportional to the 

input pulse, the motor has full torque at 

standstill (if the windings are energized), 

excellent response to 

starting/stopping/reversing, Very reliable 

since there are no contact brushes in the 

motor, a wide range of rotational speeds can 

be realized as the speed is proportional to the 

Paper Reference: ECCCM 10/47 
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Frequency of the input pulses. 

Disadvantages of SMs are resonances can 

occur if not properly controlled and not 

easy to operate at extremely high speeds. 

There are three basic stepper motor types. 

They are [1]: 

 

 Variable-reluctance Stepper Motor 

(VRSM) 

 Permanent-magnet Stepper Motor 

(PMSM) 

 Hybrid Stepper Motor (HSM) 

 

The VRSM consists of a soft iron multi-

toothed rotor and a wound stator. When the 

stator windings are energized with DC 

current the poles become magnetized. 

Rotation occurs when the rotor teeth are 

attracted to the energized stator poles.  

The PMSM rotor is magnetized with 

alternating north and south poles situated in a 

straight line parallel to the rotor shaft. These 

magnetized rotor poles provide an increased 

magnetic flux intensity and because of this 

the PMSM exhibits improved torque 

characteristics when compared with the 

VRSM type. 

The HSM combines the best features of both 

the PMSM and VRSM type. The rotor is 

multi-toothed like the VRSM and contains an 

axially magnetized concentric magnet around 

its shaft. The teeth on the rotor provide an 

even better path which helps guide the 

magnetic flux to preferred locations in the air 

gap. This further increases the detent, 

holding and dynamic torque characteristics of 

the motor when compared with both the 

VRSM and PMSM types. The two most 

commonly used types of stepper motors are 

the PMSM and the HSM types [2].  

 

2. Mathematical Model of PMSM:  

 

 The PMSM consists of a slotted stator with 

two phases and a permanent magnet rotor as 

shown in Fig. (1).  

 

 

 
Figure (1) Two phase PMSM Configuration. 

 

Using Kirchhoff's voltage law for PMSM we 

have 

 

𝑉𝑎 = 𝑖𝑎𝑅 +  
𝑑𝜑𝑎

𝑑𝑡
(1) 

Where 𝑉𝑎  is the stator phase voltage, 𝑖𝑎  is the 

stator current, R is the stator winding 

resistance, and 𝜑𝑎  is the flux linkages. Since 

the stator windings are displaced by 90 

electrical degrees, hence the mutual 

inductances between the stator windings are 

zero. The flux linkages are functions of the 

number of rotor teeth 𝑁𝑟  and the magnitude 

of the flux linkages produced by the 

permanent magnets𝜑𝑚 . Then we have [3] 

 
𝜑𝑎 = 𝐿𝑖𝑎 + 𝜑𝑚 cos(𝑁𝑟𝜃𝑟)  (2) 

 
Where L is the stator winding inductance and 

𝜃𝑟  is the rotor angular position. From Eq. (1) 

and (2)  

𝑉𝑎 = 𝑖𝑎𝑅 + 𝐿
𝑑𝑖𝑎
𝑑𝑡

− 

−𝑁𝑟𝜑𝑚𝜔𝑟 sin(𝑁𝑟𝜃𝑟)(3) 

 

Where 𝜔𝑟  is the rotor angular speed. 

Therefore, the stator current 𝑖𝑎  is given by 

 
di a

dt
=

R

L
ia +

𝑁𝑟φm  𝜔𝑟

L
sin 𝑁𝑟θr + Va/L(4) 

In the same way 𝑖𝑏  is calculated as: 
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dib

dt
= −

R

L
ib −

𝑁𝑟φm  𝜔𝑟

L
cos 𝑁𝑟θr +

Vb

L
(5) 

 

The expression of the electromagnetic torque 

developed by PMSM can be obtained using 

the co-energy principle (𝑤𝑐)  [3]  

 

𝑤𝑐 =  
1

2
 𝐿𝑖𝑎

2 + 𝐿𝑖𝑏
2 + 𝜑𝑚 𝑖𝑎 sin 𝑁𝑟𝜃𝑟 +

             +𝜑𝑚 𝑖𝑎cos⁡(𝑁𝑟𝜃𝑟)(6)  

 

Using Newton's second law  

 

𝑇𝑒 − 𝐵𝑣𝜔𝑟 − 𝑇𝐿 = 𝐽
𝑑2𝜃𝑟

𝑑𝑡2       (7) 

 

Where 𝑇𝑒  is the electrical torque, 𝐵𝑣  is the 

viscous friction constant, and J is the rotor 

inertia. Hence 

 

𝑇𝑒 =
𝜕𝑤𝑐

𝜕𝜃𝑟
= −𝑁𝑟𝜑𝑚 [𝑖𝑎 sin 𝑁𝑟𝜃𝑟 −

−𝑖𝑏 cos 𝑁𝑟𝜃𝑟 ] (8) 

Then the differential equations of the rotor 

angular velocity and position are given by: 

 

 
𝑑𝜔𝑟

𝑑𝑡
= −

𝑁𝑟

𝐽
𝜑𝑚  𝑖𝑎 sin 𝑁𝑟𝜃𝑟 

−            −𝑖𝑏 cos 𝑁𝑟𝜃𝑟  

−
𝐵𝑣

𝐽
𝜔𝑟 −

1

𝐽
𝑇𝐿 

𝑑𝜃𝑟

𝑑𝑡
= 𝜔𝑟     (9) 

 

 

If the state variables of motor are set as 

𝑥 = [𝑖𝑎 𝑖𝑏𝜔𝑟𝜃𝑟]′, then the PMSM model in 

state space can be shown as 

 

𝑥 = 𝐴𝑥 + 𝐵𝑢  (10) 

where 

𝐴 =

 
 
 
 
 
 
 
 −

𝑅

𝐿
                    0          

𝑘𝑚

𝐿
sin 𝜃𝑟      0

0                    −
𝑅

𝐿

𝑘𝑚

𝐿
cos 𝜃𝑟     0

−𝑘𝑚

𝐽
sin 𝜃𝑟 

𝑘𝑚

𝐽
cos 𝜃𝑟 −

𝐵𝑣

𝐽
          0

0                       0                       1              0 
 
 
 
 
 
 
 
 

 

𝐵 =

 
 
 
 
 

1

𝐿
    0

0    
1

𝐿

0     0
0     0 

 
 
 
 

and𝑢 =  
𝑉𝑎

𝑉𝑏
  

 

Where 𝑘𝑚 = 𝑁𝑟𝜑𝑚 . In the PMSM model, we 

neglect the slight coupling between the 

phases, the small change in L as a function of 

𝜃𝑟 , the variation in L due to magnetic 

saturation and the detent torque.  

 

At any constant speed, the direct-quadrature 

(d-q) transformation transforms the signal 

components of the currents 𝑖𝑎  and 𝑖𝑏  to the 

dc components of 𝑖𝑑  and 𝑖𝑞  as [4] 

 

 
𝑖𝑑
𝑖𝑞

 =  
cos 𝑁𝑟𝜃𝑟 sin 𝑁𝑟𝜃𝑟 

−sin 𝑁𝑟𝜃𝑟 cos 𝑁𝑟𝜃𝑟 
  

𝑖𝑎
𝑖𝑏

 (11) 

 

The direct current 𝑖𝑑  corresponds to the 

component of the stator magnetic field along 

the axis of the rotor magnetic field, while the 

quadrature current 𝑖𝑞  corresponds to the 

orthogonal component.  

 

3. The Continuous Extended Kalman   

Filter:  

Since the sensors may not give enough 

resolution, and may have a high failure rate, 

therefore, using some kind of observer one 

can get the information of non-measured 

states. The Kalman filter (KF) technique is 

one of the good methods employed to 

identify the rotor speed and position based on 

measured quantities such as stator currents. 

For nonlinear motor model one can use the 

Extended Kalman Filter (EKF). The EKF is a 

recursive filter (based on the knowledge of 

statistics of both the state and measurement 

noise), which can be applied to non-linear 

time varying stochastic systems. The noisy 

corrupted process and observation models 

can be given by: 

 

𝑥 = 𝐴𝑥 + 𝐵𝑢 + 𝑤 = 𝑓 𝑥, 𝑢 + 𝑤𝑍 = 𝐻𝑥 +
𝑣  (12) 
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where 

𝐻 =  
1  0  0  0
0  1  0  0

  

The process noise w is continuous time zero 

mean white noise (i.e. successive values for 

small intervals are essentially uncorrelated) 

with covariance Q. The measurement noise 𝑣  

is also continuous time zero mean white 

noise with covariance  𝑅𝑛 , i.e., 

𝑐𝑜𝑣 𝑤 = 𝐸 𝑤𝑤𝑇 = 𝑄 and 

𝑐𝑜𝑣 𝑣 = 𝐸 𝑣𝑣𝑇 = 𝑅𝑛  

 

The Jacobean of the stepper motor model are 

described as follows: 

 

𝐹 =
𝜕𝑓 𝑥, 𝑢 

𝜕𝑥
 

or 

F=

 
 
 
 
 
 
 
 −

𝑅

𝐿
          0            

𝑘𝑚

𝐿
sin 𝜃𝑟 𝜔𝑟

𝑘𝑚

𝐿
cos 𝜃𝑟 

0       −
𝑅

𝐿
−

𝑘𝑚

𝐿
cos 𝜃𝑟 𝜔𝑟

𝑘𝑚

𝐿
sin 𝜃𝑟 

−𝑘𝑚

𝐽
sin 𝜃𝑟 

𝑘𝑚

𝐽
cos 𝜃𝑟 −

𝐵

𝐽
−

𝑘𝑚

𝐽
(𝑖𝑎 cos 𝜃𝑟 

                                                             +𝑖𝑏sin⁡(𝜃𝑟))
0             0                        1                            0 

 
 
 
 
 
 
 
 

 

 

The Kalman gain K is calculated by [5,6]: 

 

𝐾 = 𝑃𝐻𝑇(𝐻𝑃𝐻𝑇 + 𝑅𝑛)−1  (13) 

 

Where P is the covariance error matrix and 

may be calculated as [5,6]:  

 

𝑃 = 𝐹𝑃 + 𝑃𝐹𝑇 + 𝑄 − 𝑃𝐻𝑇(𝑅𝑛)−1𝐻𝑃(14) 

 

Then, the estimated states 𝑥  are given by: 

 

𝑥 = 𝑥 + 𝐾(𝑍 − 𝐻𝑥 )     (15) 

 

4. Fuzzy Logic Controller (FLC): 

FLCs are widely used to control the 

nonlinear systems. The control law is 

described by a knowledge-base and a fuzzy 

logic inference mechanism. The knowledge-

base consists of a series of IF…THEN rules 

with vague predicates. The four principle 

components of a FLC are: a fuzzification 

interface, a knowledge-base, decision-

making logic, and a defuzzification interface 

[7].   

The PI–like FLC,  which shown in Fig. (2), 

is used to enhance the output response of the 

PMSM model by minimization of the steady 

state error. Tuning of k1 and k2 to match the 

input variables of the FLC to define universe 

of discourse, while k3 is responsible for 

raising the level of changes in stator 

quadrature current ∆𝑖𝑞 [7,8]. The output crisp 

∆𝑖𝑞 is based on Mamdani technique. The 

rules of the PI like FLC are designed and are 

shown in Table (1). 

K1

K3
K2

FLC 

e

dtd

qi


qi

Figure (2) Structure of PI like FLC. 

 Table (1): Rules for Fuzzy Controller.

NB NS

NB

NB

Z

PS

NVS

PVS

NM Z

NM

PVS

NVS

NM NS

Z

NB

NS

NVSNMNBNBNB

PB

NMZ

PS

PB

PB

PB PB

NVS

NS PMNVS Z PVS

PS PSZNS

PS

PVS

PVS

NVS

PMPS

PM

Z

PVS PS PM PBPB

PM

Z

e (pu)

 (
p

u
)

e

NB PBPMPSZNSNM

 

5. Closed Loop System: 

     The direct fuzzy controller has seven 

fuzzy sets with membership functions 

uniformly distributed on each (normalized) 

universe of discourse. All membership 
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functions used in FLC are triangular type 

with a base-width of two, i.e., the input 

variables are set to per unit (pu) values with 

NB is negative big, NM is negative medium, 

NS is negative small, NVS is negative very 

small, Z is zero, PS is positive small, PM is 

positive medium, PB is positive big, and 

PVS is positive very big. 

       The speed control loop shown in Fig.(3) 

uses the fuzzy controller to observes the 

pattern of the speed loop error signal and 

correspondingly updates the output qi  so 

that the actual speed r  matches the 

reference speed ref . The output of the fuzzy 

controller is integrated and then compared 

with the estimated 𝑖𝑞  and fed to the 

conventional PI controller to obtain 𝑉𝑞 . The   

error between the set value and the estimated 

𝑖𝑑 is fed to the conventional PI controller to 

obtain𝑉𝑑 . By using Inverse Park 

transformation the applied voltages of the 

PMSM are obtained. From measurements of 

noisy stator currents the continuous EKF can 

be used to estimate the angular speed and 

position of the rotor. The estimated values of 

stator currents are converted to the 𝑖𝑑  and 𝑖𝑞  

by using the Park transformation. Tuning of 

parameters of conventional PI controller 

depends on Zeigler –Nichols Method.     

 

6. Results: 

      The nominal values of PMSM parameters 

are listed in table (2). The process and 

measurement noise covariance matrices Q 

and Rn are shown below. Fig. (4) shows 

stator currents 𝑖𝑎  and 𝑖𝑏 . It is evident from 

figure that the nominal values of these 

currents settle at 0.54 Amp with no load 

application. The load is exerted one second 

later of motor startup with values TL=0.05 

Nm. This requires the machine absorbing 

greater current than no load situation, as the 

current becomes 0.7 Amp at this applied 

load.  

Figure (5) shows the performance of EKF 

estimator. Two parameters have been shown; 

angular speed and position. Figure shows 

that the estimator could successfully estimate 

these parameters. However, there is a 

considerable error at start of estimating. This 

can be attributed to covariance matrix 

initialization, as initially, the estimator has no 

confident with initial values and no past 

values are available to give it a previous 

estimate. Then, the estimate finally could 

give approximate values of actual considered 

states. The above argument could be verified 

using Fig. (6). The trace of P is regarded as 

an indicator of the estimation goodness. 

The robustness of suggested intelligent 

controller can be examined using a sudden 

disturbance to PMSM at settling operation. 

Firstly, the closed loop system with PI 

controller is excited with a step load at one 

second after motor starting up, see Fig. (7). 

This step load is applied to the system with 

FLC as shown in Fig. (8). One can argue 

from Fig. (7) and Fig (8) that the FLC could 

intelligently regain the speed before load 

exertion at lower time than its counterpart. 

Moreover, the height of dip with FLC is 

much lower than that with conventional PI 

controller.  Therefore, one can deduce that 

the FLC is more robust than the conventional 

one. 
Table (2): PMSM parameters. 

Parameter Value Units 

Ra 10 Ω 

L 0.0011 H 

B 0.001 N m /rad/s 

J 5.7x10
-6 

Kg m
2 

Km 0.113 N m/ A 

Nr 50 - 

 

   𝑅𝑛 =  0.0122 0
0 0.0122  

𝑄 =

 
 
 
 
 
 
0.022

𝐿
     0        0         0

 0       
0.022

𝐿
      0        0

0           0      0.5 2    0
0           0          0         0  
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7. Conclusion:  

From the simulated results, the following 

points can be highlighted and concluded: 

1.  The dynamic speed response based on     

 FLC is faster than that with conventional   

 PI controller. 

2.  FLC shows high load rejection  

 capabilities than its counterpart. 

3.  The EKF could successively track the  

 speed even with parameter variations. 

 Therefore, a robust characteristic can be   

 obtained with estimator. 

References:  

[1] Acarnley P.," Stepping Motors: a guide 

to theory and practice", 4
th

 Edition, 

Stevenage, U.K.   2007. 

[2] Morar A. "Stepper Motor Model for 

Dynamic Simulation" IEEE Transc. 

Automatic Control, Vol. 44, No. 2, 

2003. 

[3] Bishop R., “The Mechatronics 

Handbook" , Texas 2002. 

[4] Zribi M. and Chiasson J. " Position 

Control of a PM stepper Motor by 

exact linearization" IEEE Trans. 

Automatic Control, Vol. 36, No. 5, 

May 1991. 

[5] Simon D. " Optima State Estimation: 

Kalman, H∞, and Nonlinear 

Approaches", A John Wiley & Sons, 

Inc., 2006. 

[6] Shah C., "Sensorless Control of 

Stepper Motor Using Kalman Filter ", 

MSc Thesis, Cleveland state university, 

December 2004. 

[7] Reznik L. “Fuzzy Controllers", Biddles 

Ltd., UK 1997. 

[8] Martinez W., Parra L., and Perez L. " 

Software Simulation of a Fuzzy Logic 

controller Applied to a hybrid Stepper 

Motor", Journal of the Mexican Society 

of Instrumentation Vol. 3, No.7, 1997.  



ECCCM 2011, January 30 – 31, 2011                                                            University of Technology   
Control and Systems Engineering Department                                                  Baghdad-Iraq              

 
 

 57 

 
(a) Simulink Model of Closed Loop Speed Control of PMSM. 

 
 

(b) Simulink Model of PMSM. 

 

Figure (3) Block Diagram of Speed Control of PMSM. 
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Figure (4) Stator Currents Ia and Ib . 

 

 

 
Figure (5) Estimation of Angular Position and Angular speed Using EKF. 
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Figure (6) Zoomed Plot Shows the Trace (P) for PMSM.  

 
Figure (7) PMSM angular speed using classical PI controller. 

 
Figure (8) PMSM angular speed using PI like FLC. 
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Abstract: 

Fuzzy logic and neural network can be 

combined together to generate a fuzzy neural 

controller which can improve the output 

response of the controlled system. This 

mixture uses a neural network training ability 

to adjust the membership functions of the 

fuzzy logic controller. 

The goal of the controller is to force 

the controlled system to behave like a 

reference model to reduce the response time 

with minimum overshoot. Fuzzy membership 

functions were tuned using the propagated 

error between the plant output and the desired 

one. The controller is designed to simulate the 

behavior of traditional PID controller in 

which both the PD and PI parts are merged 

together in the same fuzzy neural network. 

The controller was tested using a 

nonlinear plant to demonstrate its ability to 

act as an adaptive PID controller. 
 

Keywords: Neural Network, Fuzzy Logic, PID 

Controller, Nonlinear Systems. 

 

1- Introduction: 

The most widely used controller in industry is 

the famous Proportional Integral Derivative 

(PID) controller, but the problem of 

calculating the right values for such a 

controller is very tedious specially in 

nonlinear systems. Furthermore its robustness 

against environmental changes and 

disturbances is questionable [1,2].  

During the last decades, the theory of 

intelligent control was improved and took its 

place in industry specially the use of neural 

network and fuzzy logic controllers. These 

theories have the power of designing the 

controller regardless of the plant, since they 

look at it as a black box and their parameters 

do not depend on the plant parameters, hence 

becoming widely used in nonlinear control 

[2,3]. 

By combining both Fuzzy Logic and Neural 

network together, a robust controller is 

formed giving precise actions and learning to 

enhance its performance. The combination is 

called Fuzzy Neural Network (FNN) which 

consists of many specially designed fuzzy 

neurons that perform some kind of fuzzy 

operations [2,3]. 

The problem of tuning a PID controller using 

intelligent control has been discussed by 

many researchers specially using FNN in the 

process [3,4,5], but the main disadvantage of 

these algorithms is the complexity of the 

controller structure and the storage size 

needed for the neural network parameters. 

In this paper introduces a new FNN structure 

that has three inputs instead of two (namely 

error, change of error, and sum of error). This 

structure can simplify the building of three 

dimensional fuzzy rule table and simulate at 

the same time the operation of a conventional 

PID controller along with the minimization of 

storage space by reducing the number of 

controllers used along with the number of 

rules. 

 

2- Fuzzy Neural Network Design: 

As mentioned above, the Fuzzy Neural 

Controller (FNC) consists of specially 

designed neurons that can simulate a 

designated fuzzy operation. The general 

structure of a PID FNC is the same as 

ordinary Fuzzy Logic Controller (FLC) but 

with the addition of a third input that 

Paper Reference: ECCCM 10/41 
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represents the sum of error as shown in figure 

1 

 

 

 

 

 

 

 

 

 

 

 

Fig.1 Fuzzy logic Controller Structure. 

 

In this work, a Mamdani type FLC with three 

inputs and one output is used. The 

membership functions used to fuzzify the 

inputs are all bill shaped type with 7 

memberships for each input. The overall 

number of rules will become 7*7*7 that is 

343 rules which can be reduced to only 7 by 

knowing that any input has some contribution 

to all of the fuzzy sets and it will always 

circle around the main diagonal of the fuzzy 

rule table and settle in the center of this table 

[6]. Hence the rules of the controller can be 

summarized as: 

a- IF e is PB AND ce is PB AND Σe is 

PB THEN u is NB. 

b- IF e is PM AND ce is PM AND Σe is 

PM THEN u is NM. 

c- IF e is PS AND ce is PS AND Σe is 

PS THEN u is NS. 

d- IF e is Z AND ce is Z AND Σe is Z 

THEN u is Z. 

e- IF e is NS AND ce is NS AND Σe is 

NS THEN u is PS. 

f- IF e is NM AND ce is NM AND Σe is 

NM THEN u is PM. 

g- IF e is NB AND ce is NB AND Σe is 

NB THEN u is PB. 

 The abbreviations for the fuzzy set are as 

follows: 

PB: Positive Big, PM: Positive Medium, PS: 

Positive Small, Z: Zero, NS: Negative Small, 

NM: Negative Medium, and finally NB: 

Negative Big. Moreover, to insure smoothens 

of the output, multiplication is used instead of 

AND operation in the rules. Finally, the 

method of the center of gravity is used as a 

defuzzyfier in this paper. 

 

2-1 Fuzzy Neural Network Structure: 

 The NN used in this paper consists of five 

layers; each represents special fuzzy 

operations, and the parameters are updated 

using back propagation algorithm. 

Throughout this paper the subscript will 

represent the node number in the 

corresponding layer while the superscript 

represents the layer itself. The layers of FNN 

are: 

a- Input layer: in the input layer, each 

node transmits the corresponding input to the 

antecedent layer as shown in figure 2 

 

 

 

 

 

Fig.2 Input layer node. 

 

 

The Feed Forward relations that govern this 

layer are: 

𝑋1
𝐼 = 𝑒, 𝑋2

𝐼 = 𝑒, 𝑋3
𝐼 =  𝑒……………..…....1 

 

𝑂𝑖
𝐼 = 𝑋𝑖

𝐼 , 𝑖 = 1,2,3………….……………..2 
I in the superscript stands for Input. 

No parameters are updated in this layer. 

b- Layer 2 (Antecedent): this layer will 

transmit each value of input to the 

corresponding linguistic set as shown in 

figure 3. 

 

 

 

 

 

 

Fig. 3 Antecedent layer node. 

 

The Feed Forward relations that govern this 

layer are: 
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𝑋𝑖,𝑗
𝑎 = −

1

2
 

𝑂𝑖
𝐼−𝑚 𝑖,𝑗

𝜎𝑖,𝑗
 

2

.......…………………...3 

𝑂𝑖,𝑗
𝑎 = 𝑒𝑋𝑖,𝑗

𝑎

, 𝑖 = 1,2,3. 𝑗 = 1,2 … 7.........…..4 

 

a in the superscript stands for antecedent. 

When applying the steepest descent method 

on the antecedent layer to update both mi,j and 

σi,j we get 

∆𝑚𝑖,𝑗 = 𝜂. 𝑂𝑗
𝑟 𝑦𝑗 − 𝑂𝑜 .

 𝑂𝑑−𝑂𝑜 

𝑂2
𝑐 ...………....5 

∆𝜎𝑖,𝑗 = 𝜂. 𝑂𝑗
𝑟 𝑂𝑜 − 𝑦𝑗  .

 𝑂𝑑−𝑂𝑜 

𝑂2
𝑐 ………….....6 

 

Where i=1, 2, 3. And j= 1, 2, 3….7, η is the 

learning rate, O
o
 is the action layer output, yj 

is the weight between the rule layer and the 

consequent layer and Od is the desired output. 

 

c- Layer 3(Rule layer): this layer will 

determine the rule associated with each 

linguistic value calculated by the antecedent 

layer as shown in figure 4. 

 

 

 

 

 

Fig. 4 Rule layer node. 

 

The feed forward rule in this layer is 

𝑋𝑗
𝑟 = 𝑂1,𝑗

𝑎 . 𝑂2,𝑗
𝑎 . 𝑂3,𝑗

𝑎 ……….......................…7 

𝑂𝑗
𝑟 = 𝑋𝑗

𝑟 ,j=1,2,3…7,….……………...…….8 

r in the superscript represents rule.  

No parameter updating is done in this layer. 

 

d- Layer 4 (Consequent layer) in this 

layer the first step of the center of gravity 

method is done and it consists of two nodes as 

shown in figure 5. 

 

 

 

 

 

 

 

 

 

 

The output of this layer is described by 

𝑋1
𝑐 =  𝑦𝑗

7
𝑗 =1 . 𝑂𝑗

𝑟……………….……..…...9 

𝑋2
𝑐 =  𝑂𝑗

𝑟7
𝑗 =1 ………………………….….10 

𝑂𝑘
𝑐 = 𝑋𝑘

𝑐 , 𝑘 = 1,2………………………....11 

 

c in the superscript represents consequent 

The update equation for yj is given by 

∆𝑦𝑗 = 𝜂
 𝑜𝑑−𝑂𝑜 

𝑂2
𝑐 . 𝑂𝑗

𝑟……………………….12 

 

e- Layer 5 (Action layer):the final step of 

the center of gravity method is done in this 

layer as shown in figure 6. 

 

 

 

 

 

 

Fig. 6 output layer node. 

 

The final output of FNC and this node is 

given by 

𝑋𝑜 =
𝑂1

𝑐

𝑂2
𝑐……………………………….…..13 

𝑂𝑜 = 𝑋𝑜……………………………..…....14 

 

O stands for output, and no update is needed 

in this layer 

 

3-Simulation results: 

The overall structure used to test the 

controller in this paper is shown in figure 7. 

 

 

 

 

 

 

 

 

 

 

Fig. 7 General block diagram of the PID FNC 

controller system. 
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To test the system a nonlinear plant is used 

which is a simple magnetic levitation system. 

(figure 8)[7]. 

 

 

 

 

 

 

 

 

 

Fig. 8 Magnetic levitation system. 

 

The motion equation of this system is: 

 
𝑑2𝑦 𝑡 

𝑑𝑡 2 = −𝑔 +
𝛼.𝑖2 𝑡 

𝑀.𝑦 𝑡 
−

𝛽

𝑀
.
𝑑𝑦 (𝑡)

𝑑𝑡
…………15 

 

y(t) is the distance of the magnet above the 

electromagnet, i(t) is the current flowing in 

the electromagnet, M is the mass of the 

magnet and g is the gravitational constant. 𝛽is 

the viscous friction coefficient determined by 

the material in which the magnet moves, and 

α is the field strength constant determined by 

the number of turns of wire on the 

electromagnet and the strength of the magnet 

[7]. 

 

The constants values are taken as in table 1. 

 

Table 1 constant table used in the simulation. 

Constant M g β α 

Value 3 9.8 12 15 

unit Kg m/sec
2 

Kg/sec N.m/Amp
2 

 

Different step input values were injected to 

the closed loop system with the values of (3.5, 

1, 2.5, 3 and 1.5) at the intervals of (0, 10, 20, 

30, and 40) seconds to compare the proposed 

controller with that of [7]. For the purpose of 

simulation, it was taken that FNC will 

produce 1 amp to elevate the mass 1 meter of 

distance. The input and the output of the 

closed loop system is shown in figure 9 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9 closed loop response of the system 

corresponding to the input current. 

 

The PID FNC action (u(t)) is shown in figure 

10. 

 

 

 

 

 

 

 

 

 

Fig. 10 PID FNC action. 

 

4-Conclusions: 

It is seen from the results that the controller 

met its desired goal by reducing the rise time 

to 0.9 sec and minimizing the overshot to 

17% and zero steady state error in deferent 

step changes. This controller is built with 

minimum number of rules (from 7*7*7 to 

only 7 rules) and it does not need to be 

separated into PI and PD FNC as in 

[3].Instead, one controller is used which can 

act as full PID FNC. Furthermore, no neural 

network is needed to propagate the error to 

the controller. Hence the only learning to the 

controller is done online which simplifies the 

controlling task dramatically and reduces the 

time of calculation for the controller action. 

These features make this controller suitable 

for real time application and the learning 

ability makes the controller suitable to work 

in noisy environments with load and/or output 

disturbance. 
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DESIGN OF ON-LINE TUNED IDLE SPEED CONTROLLER FOR AN 

AUTOMOTIVE ENGINE 
 

 

 

 

 

 

 

Abstract: 

This paper attempts to tune any 

controller without the knowledge of 

mathematical model for the system to be 

controlled. For that purpose, the optimization 

algorithm of MATLAB 7.0 / Nonlinear 

Control Design Blockset (NCD) is adapted 

for On-line tuning for controller parameters. 

To present the methodology, a PID controller 

is verified with the physical plant using Mean 

Value Engine Model (MVEM) of an 

Automotive Engine during Idle speed where 

the problem of maintaining the engine idle 

speed at a reference value with minimum 

overshoot, minimum undershoot, minimum 

settling time and minimum steady state error 

with the presence of load is studied. A 

Proportional Integral Derivative (PID) 

Controller is designed to solve this problem, 

but to get the best controller parameters the 

(NCD) Blockset is used for tuning the PID 

parameters. Simulation shows promising 

results in the idle speed response by 

comparing NCD tuning results with the trail 

and error results. The analytical results are 

carried out MATLAB / SIMULINK.  

 

   Most automotive machines that are used in 

every day's life are equipped with gasoline 

Port Fuel Injection (PFI) engines. Typically 

these engines are of four stroke type, Spark 

Ignited (SI), and Otto cycle based convert 

chemical energy of the fuel into mechanical 

work [1]. At idle operating mode, which is 

characterized by low engine speed typically 

between (800-1500) RPM [1], the throttle 

valve is closed. This increases vacuum in the 

intake manifold. High vacuum and low 

engine speed results in overlap which creates 

poor combustion and leads to low produced 

torque. Poor combustion must be 

compensated by supplying rich mixture to 

the engine which contributes to high exhaust 

emissions and high fuel consumption [2]. 

According to low produced torque, the 

operation of any ancillary device, like air 

conditioning system which is powered by the 

engine, will lead to drop in the engine speed. 

Moreover, if all ancillaries are switched on 

simultaneously the engine speed dropping 

will be very high and may cause engine 

stalling [3]. Furthermore, Idle Speed Control 

(ISC) represents one of the generic and 

challenging problems in automotive engines, 

due to complexity, nonlinearity and time 

delays exhibited by the system. And such a 

typical challenge is confronted by automotive 

control researchers and practitioners. From 

this point of view, a controller that 

compensates for error in speed in the 

presence of disturbance load torque is 

needed. The controller has to provide fast 

and precise reach of target speed with 

improved fuel economy and reduced 

emissions as well as guaranteed combustion 

stability. Several control methodologies for 

idle speed problem have been proposed 

through the last decades. Kmap and 

Puskorius [4] described in1993 a simulation 

based training of fuzzy controller using 

neural based procedure. 

 

Keywords: PID controller, NCD Blockset, 

Automotive Engine, Idle speed. 
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the engine speed was obtained compared 

with increasing exhaust residual gases due to 

valve technique was introduced by Boverie et 

al in 1994 [5]. This structure takes into 

account large dynamic variations in the 

processes. The designed controller controls 

the air valve only, while the developed 

algorithm had been implemented on a real 

time electronic controller and successfully 

tested on a car engine (Renault19, 16 valves). 

Furthermore, Kruse et al., 1994 [6] 

developed a well founded generalized fuzzy 

controller for idle speed regulation of a car 

engine. The proposed fuzzy controller 

realizes a charge control only, the ignition 

adjustment is retained. The developed 

controller possesses a quite smooth control 

characteristic. In addition, fast and precise 

reach of the target rotation speed is achieved 

with great stability on slowly increasing load. 

Balluchi et al. [7], proposed in 2000 a hybrid 

controller where continuous and discrete 

variables retain their distinctive nature. The 

problem of maintaining the crankshaft speed 

within a given range has been formalized as 

safety specification for the closed loop 

system modeled as hybrid automation. 

Albertoni et al. [8] presented in 2003 a 

hybrid model of gasoline direct injection 

engine operating in stratified mode. The idle 

speed control problem is formulated as 

constrained optimal control problem where 

fuel consumption has to be minimized. Panse 

[1], developed in 2005 a dynamic control 

oriented MVEM of a PFI engine. Then a PID 

controller for idle mode is also developed 

that uses the throttle to adjust the speed. The 

developed PID controller successfully 

maintains the steady state idling speed in 

simulated environment. Santis et al., [9] 

formulated in 2005 the idle speed control as 

the problem of computing a maximal safe set 

for a hybrid system modeling of an SI 

engine. Finally, Gibson et al., [10] presented 

in 2006 the analysis of lead compensation, 

feed-forward and disturbance observer 

design techniques for ISC system with 

minimal spark reserves levels. Simulation 

results show that a 30 percent reduction in 

the maximum drop of an ISC with no lead 

disturbance observer compensation 

. 

2. Nonlinear Control Design (NCD) 

Blockset [11] 

   The (NCD) is a MATLAB tool that helps 

to tune design parameters in a nonlinear 

Simulink model by optimizing time-based 

signals to meet user-defined constraints by 

graphically placing constraints within a time-

domain window. The NCD Blockset 

automatically converts time domain 

constraints into a constrained optimization 

problem and then solves the problem using 

the optimization routines taken from the 

Optimization Toolbox. The constrained 

optimization problem formulated by the 

NCD Blockset iteratively calls for 

simulations of the Simulink system, 

compares the results of the simulations with 

the constraint objectives, and uses gradient 

methods to adjust tunable parameters to 

better meet the objectives. The NCD 

Blockset allows introducing uncertainty into 

plant dynamics, specify lower and upper 

limits on tunable parameters, and alter 

termination criterion. The progress of an 

optimization while the optimization is 

running can be followed from command 

window, and the final results are available in 

the MATLAB workspace when an 

optimization is complete. Intermediate results 

are plotted after each simulation. It allows 

the user to terminate the optimization before 

it has completed, to retrieve the intermediate 

result or change the design.  

They found that training process proceeded 

more slowly than similarly executed training 

simpler plants. And a purely intuitive 

approach to fuzzy control would have much 

success in dealing with such model. 

Moreover, a control structure based on the 

analogy between a nonlinear control 

technique, which is chosen to be sliding 

mode, and the fuzzy control 
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3. Design of Idle Speed Controller 

    An idle speed ON-Line tuned PID 

controller is designed for automotive engine. 

The model used in this paper is a MVEM, the 

details of model are in an Appendix, [12]. 

The top level view of the model is shown in 

Figure (2) where the model is complex non-

linear physical system and consists of many 

sub systems. The idle speed control is 

formalized as a control problem, where the 

engine stalling has to be prevented in spite of 

load acting and varying. So, the engine with 

the controller designed should get the idle 

rotational speed with minimum overshoot, 

minimum undershoot, minimum steady state 

error and reach the target rotational speed as 

fast as possible. The idle speed controller 

designed in this paper uses the throttle angle 

only to compensate the drop in the rotational 

speed of the engine, by enlarging the area 

available for the air flow at the throttle valve. 

It is assumed that the air fuel ratio is held at 

the stoichiometric value and the spark timing 

is maintained to give Maximum Break 

Torque (MBT). 

 
Figure (2): Top level view of the engine Simulink 

model.[12] 

 

4. Controller Design 

4.1 PID controller 

The continuous-time PID controller is 

described by the following expression: 

dt

tde
KdtteKteKtu dip

)(
)()()(      ... (1)                                   

where, Kp and Ki are the proportional and the 

integral gain coefficients. A block diagram 

for a PID controller is shown in Figure (3). 

[13] 

 
Figure (3): Block diagram of Engine Model with PID 

controller 

 

4.2 PID controller with NCD Blockset 

    To use the NCD Blockset, it only requires 

to include a special block, the NCD outport 

block, in Simulink diagram and to connect 

that block to any signal in the model to 

   NCD uses optimization algorithms to find 

parameter values that allow a feasible 

solution to the given constraints. NCD 

automatically converts the constraint bound 

data and tunable variable information into a 

constrained optimization problem. Basically,    

the NCD Blockset attempts to minimize error 

and generates constraint errors at equally 

spaced time points (with spacing given by the 

Discretization interval defined in the 

Optimization Parameters dialog box) 

beginning at the simulation start time and 

ending at the simulation stop time. For upper 

bound constraints, it is defined the constraint 

error as the difference between the simulated 

output and the constraint boundary. For 

lower bound constraints, it is defined the 

constraint error as the difference between the 

constraint boundary and the simulated 

output. 

 Figure (1) shows an example usage of NCD 

Outport block in a Simulink model of the 

sample plant including a PID controller. 

 

 

 
Figure (1): A Simulink model with NCD Outport 

Block.[11] 

Kp 

-Ki 

++
+Ki 

 

Engine 
Model 

 

 u 
Outpu
t 

 

PID 
Controller 

 

Input 

 

 



ECCCM 2011, January 30 – 31, 2011                                                         University of Technology   
Control and Systems Engineering Department                                                Baghdad-Iraq              

 

68 
 

signify that user wants to place some kind of 

constraint on the signal. NCD outport block 

can be found under NCD within the Simulink 

Library Browser. Figure (4,5) shows the 

block diagram of Engine Model with PID 

controller and NCD blockset. 

 
Figure (4): block diagram of Engine Model with PID 

controller and NCD blockset 

 
 

Figure (5): block diagram of Engine Model with PID 

controller and NCD blockset in 

MATLAB/SIMULINK 

 

The closed loop system with PID is 

simulated with applying a variable value of a 

uniform load torque to the closed loop 

system, as shown in Figure (6). 

 
Figure (6): block diagram of Engine Model with PID 

controller and NCD blockset in 

MATLAB/SIMULINK with a uniform load torque 

 

5. Simulation Results 

   Consider the desired engine speed is (955) 

rpm[14] and a variable value of a uniform 

load torque is applied, firstly the simulaition 

is done without controller as shown in 

Figure(7,8), where it is shown that the system 

without controller is unable to track the 

desired Engin speed where the system goes 

to high speed exeeding the desired level 

about (4750) rpm. In order to eleminate the 

error stady state and to get better tracking 

performance a PID controller is applied. As 

shown in Figure(9) where the system 

response with PID controller has the ability 

to get the desired performance. The PID 

controller parameters are selected by trial and 

error method.  Thus the PID coefficients are 

Kp=
21042.0  , Ki=

21012.0  and Kd=
31004.0  respectively. To enhance the 

system response and to get best 

parameters for PID controller, the NCD is 

used to on-line tuning for controller 

parameters with following parameters Kp=
2109.0  , Ki=

21018.0  and Kd=
31005.0  . As shown in Figure (10), it is 

noticed that the settling time and error steady 

state are reduced and the Peak Overshoot and 

Peak Undershoot are degreased too 

especially with high applied load Torque. 

 

 

 
Figure(7): System Response without Controller and 

without Load Torque 
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(b): Applied load torque 

Figure(8): System Response without Controller and 

with Uniform Load Torque 

 

 
Figure(9): System Response with PID controller and 

Uniform Load Torque 

 

 

 
(a) NCD Blockset 

 

 
(b): Engine speed with load torque 

 

 

 

 
(c): Applied load torque 

Figure(10): System Response with PID controller and 

Uniform Load Torque Based NCD Blockset for tuning 

PID parameters 

 

 

 

6. Conclusions 

1- When compared NCD with trial and error 

method, which is used widely in industry, 

this method offers a more scientific and 

logical approach to a difficult problem of 

tuning control systems. Also, when the 

control strategy is not well-known, unlike 

a PID controller, tuning by trial and error 

method will be a time-consuming process 

or almost insoluble. 

2- NCD is adapted for real-time executions 

and it can tune any controller without the 

mathematical model knowledge of the 

system it is controlling. 
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3- Using PID controller with NCD achieve 

an improvement on the speed response by 

improving the steady state error. 
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Appendix  

Engine Modeling: 

It will be assumed that the model simulates a 

gasoline powered, four stroke, PFI, Spark 

Ignition (SI) engine. The model includes air, 

fuel and rotational dynamics as well as 

process delays inherent in the four stroke 

cycle engine. It is found that when modeling 

such a complex system, as the SI engine, it is 

beneficial to divide it into distinct 

subsystems [5].   

The basic configuration of the engine model 

has three basic subsystems, describing the 

main phenomena take place in SI engine. 

These subsystems are shown in fig (1): 
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a- Intake air path subsystem. 

b- Fuel dynamics subsystem. 

c- Crankshaft dynamics subsystem. 
 

a) Intake Air Path Dynamics 

    In this section a mean value model for the 

intake air path of SI engine is described. It is 

divided into three subsystems that have to be 

modeled, these are:  

1) Throttle body 

2) Intake manifold 

3) Cylinder air induction 

 
Figure (11): Block diagram of the engine model. 

 

1) Static Model of the Throttle Body 

            The air mass flow into the cylinders, 

and thereby, the output power of the engine 

is controlled by the throttle valve. Its opening 

depends on the pedal position [6]. 

)t(A))t(Rp(
RTa

)t(Pa
Cd)t(

.
mat       (1) 

Where: 

)(
.

tmat : is the air mass flow rate through the 

throttle valve.  

Cd: is the discharge coefficient which is an 

experimentally determined constant and it 

relates the effective throat area to the actual 

throat area. It is roughly equals to 0.7 [1, 8]. 

Pa: ambient pressure (N/m
2
).  

R: ideal gas constant (J/kg.K). 

  Ta: ambient temperature (K) 

  ))t(Rp( : Function of pressure ratio across 

the throttle position, which depends on the 

flow conditions, where  

under chocked flow, )Rp( is constant and 

is calculated as follows [8, 9]: 

1
1

1

2
)

P
R(





 







                                    

(2)  

For Pm (t) <Pc                                     

Where: 

 : denotes the ratio of specific heats of air 

which is assumed to be (1.35) [10].  

Using this value of  , equation (2) above is 

calculated to be equal to (0.6761).  

Rp: represents the ratio of the manifold 

pressure (Pm) to the ambient pressure (Pa).  

Moreover, during sonic flow )Rp( is a 

function of time and is calculated with the 

following equation [8, 9]: 

 
























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


1

))t(Rp(1
1

2

1

))t(Rp())t(Rp(

              

(3) 

   For Pm(t)Pc(t)         

Where:  

Pc: is the critical pressure where the flow 

reaches sonic condition in the narrowest part 

and is calculated as follows: 

 

Pa
1

1

2
Pc 





 







                    (4) 

The area available for the flow (A(t)) equals 

the cross sectional area of the channel less 

the area blocked by the throttle plate. The 

blocked area depends on the throttle angle 

( ) measured from fully closed position in 

radian as shown in Figure (3) [10]. 

 

  
Figure (3): Air flow past the throttle plate If 

the channel and the throttle plate are assumed 

to be circular in shape with diameter (Dth), 

the available area for the flow can be 

expressed as [10]: 
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 ))t(cos(1Dth2
4

)t(A
.




    (5)                                                                         

      

This equation is modified to the following 

form to account for the leakage mass flow 

rate. Deriving from the fact that when the 

engine throttle is fully closed, it holds 

leak
 [10, 11, 12]. 

 

leak

leak

A)
cos

)t(cos
1(Dth2

4
)t(A

.








     (6)   

 

where leakA  is the flow area when the throttle 

angle equals leak . 

 

2) Dynamic Model of the Intake Manifold 

The intake manifold dynamics can be 

described by a first order differential 

equation that is based on the mass 

conservation equation as given below [6, 10, 

11]: 

)t(
.

ma
Vm

RTm
)t(

.
Pm      (7)                                                                                    

  

Where   

)t(m)t(m)t(m ac

.

at

.

a

.

                     (8)    

                                

Tm : Manifold air temperature (K) 

Vm : Manifold volume (m
3
) 

)(
.

tm ac : Mass flow rate of the homogeneous 

mixture of air and exhaust gas. 

)t(m at

.

: Air mass flow through the throttle 

valve. 

)t(m a

.

: Intake manifold mass of air. 

The dynamic pressure obtained by this model 

is not instantaneous value of the manifold 

pressure, but an averaged representation of 

the intake manifold filling dynamics [4].  

In this paper, the fraction of EGR is assumed 

to be 0.1 of the air induced to the cylinder. 

The effect of engine speed and the manifold 

pressure on the volumetric efficiency is 

modeled separately in an individualistic 

manner as follows [10]: 

))t(Pm(
Pm

))t(N(
Nv

             

(11) 
2))t(N(

.2
)t(N.

1
))t(N(

N
            

(12)  







1

)
)t(Pm

Pex
(

Vd

Vc

Vd

VdVc
Pm

        

(13)  

Where : 

2
,

1
, 

: are empirical constants related to 

specific engine. 

Vc: clearance volume of the cylinder (m
3
). 

Pex : the exhaust gas pressure (N/m
2
).  

 

b. Fuel Path Dynamics 

Fueling dynamics are important for the in 

cylinder air-fuel ratio calculation. The fuel 

injector injects fuel as pulses when the intake 

valve is not open [10]. Fuel dynamics can be 

described by the following set of equations 

[4, 11, 14]: 

models must be explained clearly in the 

crankshaft dynamics model. These are:

 )t(mff

f

1
)t(fi

.
mx)t(ff

.
m


  (14)      

)t(fi
.

m)x1()t(fv
.

m                               

(15)   

)t(mff

f

1
)t(fv

.
m)t(f

.
m




       

 (16)    

where: 
.

mfi : is the mass flow rate of the injected fuel 

(kg/sec). 
.

mff & mff: mass flow rate (kg/sec) and mass 

of the fuel film (kg) respectively.  
.

mfv : mass flow rate of the fuel vapor 

(kg/sec) 
.

mf : mass flow rate of fuel that enters the 

cylinder (kg/sec) 

x: fraction of the injected fuel which is 

deposited on the manifold or intake port as 

fuel film, and is  

    calculated using the following equation 

[4]: 
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)t(
90

7.0
3.0x                             

(17)     

f
 : fuel evaporation time constant which is 

calculated as [14]: 

)(

25.2
05.0

tNf
  (18)                                                                     

      

Ideal fuel delivery is assumed, i.e., the air 

fuel ratio is assumed to be kept at the 

stoichiometric value (14.67) [1]. The fuel 

injection fi
.
m is set according to the 

evolution of the air charge. The air charged 

to the cylinder is divided by stoichiometric 

A/F which dented by ( in the Simulink 

model to provide the feed-forward fuel flow 

command.  

 

b. Crankshaft Dynamics 

The crankshaft variable of interest is the 

revolution speed expressed in revolution per 

minute (RPM) or rad. per second (r/s), which 

depends on the torque produced by cylinder 

during expansion stroke. Three important 

1) Torque production. 

2) Process delays.  

3) Rotational dynamics of the 

engine. 

 

1) Torque Production Model 

The torque produced by the cylinder during 

expansion stroke depends in a nonlinear 

fashion on the mass of air loaded to the 

cylinder, air fuel ratio taken during the earlier 

intake stroke, spark timing and mass of 

residual gases left after the earlier exhaust 

stroke [4]. This can be expressed using the 

mean effective pressure (mep) notation as 

follows: 

mep fe
ti

imep



      (19)                                                                                         

     

losses_mecmepimepbmep     (20)                                                                      

     

lossesmec
mep

tife
mepbmep





                                                           

   (21) 

 

Where (
femep ) is the (bmep) that will be 

produced if the engine is fully efficient, as 

expressed mathematically in the following 

equations:  

 
 

So,      
Vd

HV
QM

fe
mep    

f 
                       (22)                                                              

      

The mass of fuel inducted during one cycle 

( fM ) is calculated as follows [4]: 

F/A

.
mac.

mf                        .
mf

.
mac

F/A 
 

and for one cycle: that is assumed to act on 

the piston during expansion stroke and 

produces the same amount of work that the 

real engine does in two crankshaft 

revolutions, as expressed   

mathematically below [10]: 

FA

mac
M f /

cycle) one(for  
  

)t(N

4

)t(F/A

)t(
.

mac
Mf


                                    

(23)                                                                

     

Using equations (22) and (23), the final form 

of the (
fe

mep ) is found: 

Using equations (22) and (23), the final form 

of the (
fe

mep ) is found: 

)(

4

)(/
HV

Q).(
.

)(
tNVdtFA

tmac
t

fe
mep





                       

(24)   

The indicated thermal efficiency ( ti ) is 

modeled as a function of the engine speed 

(N), air fuel ratio (A/F) and spark advance 

( ) [10]. 
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))t(),t(F/A),t(N(ti         (25)                

  
By assuming that the air fuel ratio is held 
tightly around stoichiometric, and the spark 
timing maintained at MBT value [1], ( ti
) is expressed as a function of engine speed 
only [10]: 
 

 
)t(N1))t(N(   (26)  

where (
1,   ) are empirical coefficient 

parameters of the function, related to a  
specific engine. 
Finally, the mechanical losses which are 
denoted by ( lossesmecmep  ), are described by 

the following equation [10]: 
))t(Pm),t(N(mep lossesmec            

(27)                                                                   
               

))t(PmPa(
Vd
42))t(N(1))t(Pm),t(N(      (28)                                 

where the variables (   , 1 ) are empirical 
constants related to a specific engine. 
     Now, by substituting equations (24), (25) 
and (27) in equation (21) the final form of the 
bmep expression will be as follows [10]: 

))t(Pm),t(N(
Vd

4HVQ

)t(N)F/A(
))t(N())t(N),t(Pm(mac)t(bmep 





            

                       
(29) 
To get an expression that comprises only the 
bmep and the break torque (Tb), the bmep is 
defined as a constant hypothetical pressure  

(Vd)   volumestroke

 ) cycle  one  ofduration  angular   () (Tb)    torquebrake ( 
         

areapiston  

         
  stroke expansion   duringnt  displacemepiston    

 cycle  one  during  produced  work  
         

         

areapiston  

       facepiston  on    acting  force  alhypothetic canstant         
mepb








        

  
So,

Vd
4Tbbmep                                                                                    

                      (30) 
By the substitution of equation (30) into (29) 
and making the suitable simplifications, an 

expression for the break torque is produced 
as given below: 




4
))(),((

)()(/
))(())((),(( VdtPmtNHVQ

tNtFA
tNtPmtNmacTb 




                                                         
(31) 

2) Process Delays Model  

The process of torque production is discrete 
depending on the engine speed. The model 
described here is continuous, two delays are 
included in the model [10, 15]: 

a) Intake to torque production delay (
itT

): this is the delay time between 
intake stroke to expansion stroke. 

    
)t(N

2
itT                                             (32) 

 
b) Spark to torque production delay 

(
stT ): this is delay time from 

sparking to torque production. 
     

)t(NstT       (33)                        

               
     Incorporating the above delays in 
equation (31) gives: 

     








4
Vd))t(Pm),t(N(HVQ

)t(N)t(F/A

))t(N()itTt(mac
Tb                     

    (34) 
3) Rotational Dynamics Model 
The rotational dynamics of the engine 
crankshaft is obtained by applying Newton’s 
second law for rotational motion [4]. 
 

.
NJTnet                       (35)                                                     

where: 
Tnet : is the net torque used for vehicle 
acceleration (N.m). 
 J: the total inertia of the engine (Kg.m2).  

and (
.

N ) (rad/sec2) represents the angular 
acceleration of the engine which will be 
integrated later to get angular speed of the 
engine. Tnet  is calculated from the 
difference between the torque produced by 
the cylinders during combustion process and 
the sum of all the load torques placed on the 
engine.
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Abstract: 

In this work, a controller design is 

proposed to control systems subjected to 

uncertainties and perturbed time-varying 

delay. The proposed controller strategy is 

composed of three parts, the linear state 

feedback part is used for assigning the closed 

loop eigenvalues, and the nonlinear switching 

part of sliding mode and the adaptive part are 

used to achieve the robustness of globally 

stability. By using the stability theorem, the 

adaptive law is utilized for adapting the 

unknown bounds of the lumped perturbations 

so that the objective of asymptotical stability 

is achieved, and then to use the variable 

structure control method to enhance the 

robustness of stability of the controlled 

systems.  Once the system goes inside of the 

sliding surface of the variable structure 

controller, the dynamics of the controlled 

systems are insensitive to effect of 

perturbations. The system and controller are 

simulated by using Matlab/Simulink. Finally, 

real numerical example is given for 

demonstrating the feasibility of the proposed 

controller. 

 

Keywords: Time-varying delay, uncertainty, 

Adaptive, Sliding Mode Controller  

 

1- Introduction: 

   The problem of stability for a class of 

uncertainties dynamic control systems with 

time-varying state delay is investigated in this 

work. An independent delay adaptive variable 

structure controller is designed to drive the 

states of the system to the equilibrium point 

(zero). The proposed controller strategy is 

composed of three parts, the linear state 

feedback part that is used to assign the closed 

loop eigenvalues, the nonlinear switching part 

of sliding mode and the adaptive part that are 

used to achieve the robustness of globally 

stability. Variable structure controller (VSC) 

[1] with sliding mode (SM) has been 

traditionally recognized as a high gain control 

technique with outstanding robustness 

features for solving stabilization and tracking 

problem. The main feature of VSC is to 

employ a discontinuous control under the 

reaching law to drive the state from an 

arbitrary initial state in the state space toward 

a designed state along a pre-specified 

trajectory, i.e. switching hyperplane. The 

discontinuous high speed switching action 

maintains the state on this surface once the 

system enters the sliding hyperplane. 

Moreover, when the dynamics of the 

controlled system are in the switching 

hyperplane, it has been shown that VSC 

possesses several advantages, e.g., fast 

response, good transient performance, 

robustness of stability, insensitivity to the 

matching parameters variation and external 

disturbance [2].  

1-1 Time-Varying Delay: 

   Due to the finite speed of information 

processing the transmission time-varying 

delay has been often encountered in various 

engineering systems, for example aircraft 

systems, microwave oscillator, rolling mill, 

chemical process, manual control and long 

transmission line in pneumatic, hydraulic 

systems. Since the existence of such delay is 

frequently a source of instability that cannot 

be ignored during the design of a control 

system, considerable attention has been paid 

to study of systems with delay [1]. In this 

work, a robust control scheme is proposed for 

a class of uncertain dynamical systems with 

Paper Reference: ECCCM 10/54 
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time-varying state delay. To increase the 

robust control efforts, one incorporate 

variable structure control with sliding mode to 

deal with the unknown parameters as well as 

the unknown gains in the bound of the 

delayed states. The uncertainties as well as the 

upper bound of the delayed states are dealt 

with by means of the well used robust control 

method.  

 

1-2 System Description:  

   In this section, a class of systems that are 

subjected to time-varying state delays and 

perturbation are considered. The dynamic 

equation of these systems is governed by; 

   
),()()(

),()(),()(

xtDtBuhtx

xtAAtxxtAAtx hh




 (1)                                          

Where nRtx )(  is the state vector, 

mRtu )(  is the control input, mRtD )(  

is an uncertain external disturbance and/or 

unknown nonlinearity of the system. The 

constant mnnm

h

nm RBRARA   ,,  are 

known, and B is full rank. The term ),( xtA

and ),( xtAh are unknown real function 

representing time-varying parameter 

uncertainties of system matrices A  and hA  

respectively. The unknown scalar )(th  

denotes bounded and continuous delay 

function satisfying the following, 

1)(;)(0  thhth                  (2)                                                                 

Where h an unknown constant, but is also   

is a known constant. )(tx is an arbitrary 

known continuous state vector for specifying 

initial condition.  

   The following assumptions are assumed to 

be valid: 

   Assume that, the system pair ),( BA is 

controllable, and all state variables are 

available for measurement. The Uncertain 

matrices and vector, hAA  ,  and D , that 

are continuously differentiable in x, and 

piecewise continuous in t.  Then the objective 

is to design variable structure controller for 

system in Eq.(1) subjected to the previous 

assumptions. It will be shown that, all the 

states of the controlled system will be 

asymptotically approach to zero in spite of the 

existence of perturbations, i.e., 




t

tx 0)(lim                                          (3)                                                                                               

   Set all the uncertainties and perturbation to 

zero, i.e., 0,0  hAA  and ,0D  the 

dynamic equation of Eq.(1) can be rewritten a 

nominal system, 

)()()()( tBuhtxAtAxtx h                  (4)                     

   Let a state feedback control be Kxu  , 

where nmRK   is a constant  matrix. Then 

one can rewrite the dynamic equation of the 

nominal system Eq.(4) as, 

)()()()( htxAtxBKAtx h                   (5)                                                                  

   In order to exam the stability of the nominal 

system which is represented by Eq.(5), a 

Lyapunov function is defined as 






t

ht

TT dRxxtPxtxtV  )()()()()(           (6)                                                         

Where P  and R  are symmetric positive 

definite matrices.  

   The derivative of Lyapunov function in 

Eq.(6) corresponding to the nominal system 

which is represented in Eq.(5) is then given 

by, 

  















)(

)(
)()(

)()()1(

)()()()()()(

htx

tx
Qhtxtx

htRxhtxh

tRxtxtxPtxtPxtxV

TT

T

TTT





(7)

 

Where  

 














RhPA

PARBKAPPBKA
Q

T

h

h

T

)1(

)()(



                                                                    (8) 

 

   According to the Lyapunov stability 

theorem, it is known that if 0Q , the 

nominal system Eq.(4) will be uniformly 

asymptotically stable for all nRtx )( . 

   It is well known that one can design the 

feedback gain matrix K by using pole 
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assignment method to obtain a set of pre-

specified eigenvalues when ),( BA  is 

controllable and nominal system, so that the 

desired system‟s performance can be 

achieved. 

 

2- Propose Controller: 

   The design of variable structure controller 

with sliding, analysis of nominal system and 

then one can do the design and can apply to 

the original system then to take an example to 

show the simulation results for the designed 

controller. 

 

2-1 Analysis of the Nominal System: 

   By setting all the uncertainties and 

perturbation to zero in Eq.(1), i.e. ∆A=0, 

∆Ah=0 and D=0, from Eq.(1)one can obtain 

the dynamic equation of the nominal system 

as: 

)()()()( tBuhtxAtAxtx h                  (9)                                                      

Let a feedback control  equ  be as: 

Kxueq                                                    (10)                                                                                       

Where k 
nm  is a constant matrix, Then, 

one can rewrite the dynamic equation of the 

nominal system in Eq.(9) can be written as: 

 

)()()()( htxAtxBKAtx h                 (11)                                              

 

In order to examine the stability of the 

nominal systems Eq.(11), a Lyapunov 

function in Eq.(6) is used. The nominal 

system in Eq.(11) is globally uniformly 

asymptotically stable if there are exist 

symmetric positive definite matrices P and R 

such as the following: 

 

  0)()(  RBKAPPBKA T          (12) 

And 

0]

)()[()1(

1 





h

TT

h

PAR

BKAPPBKAPARh
 

                                                                  (13) 

The derivatives of Lyapunov function in 

Eq.(6) corresponding to the nominal system 

Eq.(11) can be given by: 

 

  















)(

)(
)()(

)()()1()(

)()()()()(

htx
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Qhtxtx

htRxhtxhtx
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T

TTT


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   (14) 

Where 

 

 














RhPA

PARBKAPPBKA
Q

T

h

h

T

)1(

)()(



                                                                  (15) 

 

   According to the Lyapunov stability 

theorem, it is known that if Q>0, then the 

nominal system that is represented by Eq.(10) 

will be uniformly asymptotically stable for all 

Rtx )( n
, and it is also known that Q is 

positive definite if and only if Eq.(12) and 

(13) are fulfilled. 

 

2.2 Switching hyperplane: 

In order to stabilize the perturbed time-

varying delay system in Eq.(1), the VSC 

technique is utilized. In general, the design 

procedure of VSC technique can be divided in 

to two phase. The first phase is to design a 

switching hyperplane for the system, so that 

once the controlled system enters the 

switching hyperplane, the desired dynamic 

performance can be generated. In this section 

the switching hyperplane of system in Eq.(1) 

is designed as: 

 

t

xdtBKACCx
0

)(                (16)                                           

Where C 
nm  is a constant full rank 

matrix and is chosen so that the matrix CB is 

non-singular k 
nm  also as a constant 

matrix that satisfies [3]: 

0)]max(Re[  BKA                            (17) 

   After designing the switching hyperpalne, 

the second phase of the VSC design is to 

design an appropriate control law so that the 

sliding condition     𝜎 0 is satisfied. The 

satisfaction of the sliding condition ensures 
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that only the switching hyper plane will 

attract the trajectories of the controlled system 

and also the trajectories will stay thereafter. 

When the dynamics of the system in Eq.(1) 

are driven into the sliding phase, i.e. 

0)( x  And 0)( x  

   One can know that, 

0)(   CBKxCBuxCA hth  

 Therefore it is known that there exists an 

equivalent control, 
equu   as: 

KxhtxCACBu heq   )()( 1            (18)
 

   Such that =0. The closed-loop dynamic 

equation after system entering the switching 

hyperpalne can be obtained by substituting 

into Eq.(10) and the resulting equation is: 

 

)(

)()()()( 1

htxCA

CBBhtxAtxBKAx

h

h



 
(19) 

 

)()()( htxAtxBKA h                  (20) 

 

3- Case Study: 

   Consider the dynamic model [4] with the 

following data: 
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It is clearly known that 0< h (t) <∞, 𝑕 (t) <1. 

   The main objective is to use the proposed 

control scheme of section two to design the 

controller to stabilize the system. According 

to Eq. (2-8) the switching function is designed 

as: 
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 (21)                              

From Eq.(21), it is known that 









20

01
C  

and 1 TT CBCB . Then the controller is 

designed as: 

Kxu   

Where 











820

01
K , and the sign function 

is used as a saturation for removing the 

chattering problem. 

   The closed-loop dynamic response of 

computer simulation, using MATLAB/ 

Simulink software is done, for this simulation; 

one can use the initial condition as

 TX 24)0(  . 

   From this information, it is clearly shown 

that 0< 𝑕(t) < ∞, 𝑕 (t) >1, the uncertain 

matrices and vector ∆A, ∆Ah, D are 

continuously differentiable in x and piecewise 

continuous in t. Assume that there was 

existing  an unknown continuous functions 

for an appropriate dimension G,E and F such 

as: 

∆𝐴 = 𝐵𝐺 

 ∆Ah = BE 

𝐷 = 𝐵𝐹 
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   These conditions are so called matching 

conditions [4] then, one can compute G, E 

and F as: 











































)3sin(18.02.0

)sin(6.02.0

)sin(35.0)sin(2.0

)3sin(1.0)2sin(1.0

)3sin(1.0)sin(2.0

)sin(3.0)2sin(1.0

t

t
F

tt

tt
E

tt

tt
G

 

 

    Then the controller is designed as: 

LKx

uuU neq




 

Where 











820

01
K , L is positive scalar. 

Then the reachability condition can be given 

by: 
2 Lun   

   Then since 𝜎2 ≥0 always, the reachability 

condition is satisfied for any positive value 

assigned to L. 

   The computer simulation of a nominal 

closed-loop system without uncertainty is 

given as shown in figure (1); and applying it 

under Matlab/Simulink as subsystem , figure 

(2) illustrates the simulink implementation of 

system delay, uncertainty for both (A, Ah) and 

disturbances also make a subsystem for using 

MATLAB/Simulink. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.(1) The Simulink implementation of the 

open loop system 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.(2) The simulink implementation for 

system with uncertainty and disturbance. 

 

   The closed-loop dynamic trajectory of state 

variable X1 (with and without delay) 

illustrated in figure (3). 

Fig.(3) State x1 response with initial 

condition =4. 

   And the same procedures for state   

X2 are taken place the result is shown in 

figure (4).  

Figure(5) illustrates the states trajectory (X1 

against X2) without using the controller. 

   Note that: from figure (3) to figure (5) the 

initial conditions used is   X (0) = [4 -2]
T
. 

Figure (6) illustrates the Simulink 

implementation of the system with designed 

controller. 

    The state trajectory (X1and X2 against 

time) is illustrated in Fig. (7) it is clear that 

the equilibrium value of both states goes to 

zero. 
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Fig.(4) State X2 response with initial 

condition = -2. 

 

Fig.(5) State variable without controller. 

 

 

Fig.(6) the Simulink implementation of the 

system with controller. 

 

 

 

 

Fig.(7) State variable with controller. 

 

   Finally the phase plane plot of system 

without controller and with controller is 

illustrated in figure (8), it is clear the sliding 

phase when using the controller. 

 

 

Fig.(8) Phase plane plot 

 

4- Discussion and Conclusion: 

   The closed loop dynamic responses of the 

computer simulation are given from Fig.(3) to 

Fig.(5) with the initial conditions 

 TX 24)0(  . It is clearly shown that each 

state variable approaches to a small bounded 

region in finite time as shown in Fig.(7) it is 

clear that the equilibrium value of  both states 

goes to zero, note that the saturation function 

is adopted, and both switching function will 

enter a small bounded region. The case study 
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clearly demonstrates a very good advantage of 
the proposed control scheme. 
   In this work, variable structure with sliding 
mode controller is successfully designed for 
the system controlled with perturbed time-
varying delays systems. 
   The VSC scheme is proposed for stabilizing 
a class of perturbed time-delay systems. Then 
by using the proposed control scheme, the 
controlled system is guarantied to have the 
global asymptotically stable property. 
   Furthermore, the knowledge of the upper 
perturbations is not required and the desired 
systems performance is not required. 
Computer simulation results illustrated the 
design of variable structure with sliding mode 
controller and states trajectory for system 
performance are acceptable. 
   In general, the advantages of the proposed 
control are summarized as follows: 
 
 The knowledge of the perturbation is not 

required. 
 The perturbation adaptation strategy is 

simple to implement. 
 The tracking accuracy is adjustable. 
 The exact function of time-delay is not 

required. 
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Abstract 

For stable operation, the governors 

are designed to permit the speed to drop as 

the load increased. In the steady state 

characteristics of such a governor, the speed 

of the turbine will be decreased due a slop 

when the load increased .This slop is called 

the  speed regulation facto R ,which is the 

ratio of changing in the speed to the changing 

in the power for the same interval .The aim 

of this paper is to limit the speed regulation 

factor R and find the optimal value of its, 

where the speed regulation factor R is 

importance factor in the in the Load 

Frequency Control (LFC) and it is effected 

on the stability system . The programs that 

used in this paper are illustrated using Matlab 

package. 

 

Keywords: Load Frequency Control, 

Governor Speed Regulation Factor, Limit 

and Optimal. 

 

1. Introduction: 
When the load is suddenly increased, the 

electrical power exceeds the mechanical 

input power .This power deficiency is 

supplied by the kinetic energy stored in the 

rotating system .The reduction in kinetic 

energy causes the turbine speed and, 

consequently, the generator frequency to fall. 

The change in the speed is sensed by turbine 

governor which acts to adjust the turbine 

input value to change the mechanical power 

output to bring the speed to a new steady-

state. As the load is increased. The steady- 

state characteristics of this process of such 

governor is shown in figure(1)[1,2],where 

references [1,2] show how do governors with 

steady state speed  regulation characteristic  

interact when there are multiple generators in 

a power system. Also these references deals 

with the control of the system frequency after 

the increasing in the load which leads to 

decreasing in the system frequency as in the 

figure(1).Reference [3] also show as the load 

changes, the governors change the MW 

output of the units so that the steady-state 

total generation will equal the load.  The 

actual frequency is the common value that 

will cause the total of the unit outputs to 

equal the system load.  A change in unit MW 

output due to changes in system load is 

response to governor control. When actual 

frequency is not at the rated value, it can be 

changed to the rated value by supplemental 

control (Load Frequency Control LFC) that 

changes the set-points so that the sum of the 

set-points equals the system load. The change 

in unit MW output due to changes in the set-

points is response to supplemental or LFC 

control .All the references in this paper deals 

with the steady state speed regulation 

characteristic as in the figure (1),but the work 

of this paper deals with dynamic response of 

the frequency deviation for the speed 

regulation factor R and from this way the 

paper found the limit & optimal value of R 

 
Figure (1): Governor steady-state speed 

power characteristics [1] 

Paper Reference: ECCCM 10/21 
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P1  is the per unit power at the steady state 

operation and it is equal to  

one per unit (P1=1 per unit). 

W1 is the per unit speed at the steady state 

operation and it is equal to one per unit 

(W1=1 per unit). 

P2  is the per unit power at the new steady 

state operation and it is equal to a value 

greater than P1 . 

W2 is the per unit speed at the new steady 

state operation and it should be less than W1. 

R   is the governor speed regulation factor 

and represent the slop of the curve in the 

figure (1) where [3]  

12

12

PP

ww

P

w
R









    (1) 

 
2. The Power System Diagram: 

The primary load frequency control (LFC) 

loop of the isolated power system is shown in 

figure (2) where each part of the power 

system is represent by its transfer 

function[4,5] 

 
Figure (2): Load frequency control (LFC) of 

power station system [4] . 

 

Where: 

ΔPm is the change in the mechanical 

power(output of the turbine) 

)(
1

1
)( sPv

s
sPm

T







   (2) 

ΔPv is the change in the steam value position 

(output of the governor). 

)(
1

1
)( sPg

s
sPv

g







   (3) 

ΔPgis the difference between the reference 

set power ΔPref and the power ( w
R


1
) as 

given from the governor speed characteristic, 

where 

)(
1

)(Pr)( sw
R

sefsPg   (4) 

Δf or Δw(s) is frequency deviation of the 

station . 

ΔPL     is the change in the load. 

ΔPref   is the reference set power . 

H is the inertia constant. 

D  is expressed as the percent change in load 

divided by the percent change in frequency. 

For example if the load is change by 1.6 

percent for 1 percent change in frequency, 

then D=1.6 . 

Tg is the governor time constant. 

τt   is the turbine time constant . 

Also figure (2) can be simplified and 

represent as in the figure (3) [6][7].  

 

 
Figure (3): The equivalent block diagram 

LFC of figure(2) [6]. 
 

The open-loop transfer function of the block 

diagram in figure (3) is 

)1)(1)(2(

1
)()(

ssDHsR
sHsKG

Tg  
       (5) 

and the closed-loop transfer function relating 

the load change LP to the frequency 

deviation  Δw is : 

RssDHs

ss

sP

sw
sT

Tg

Tg

L /1)1)(1)(2(

)1)(1(

)(

)(
)(













        (6) 

)()()( sTsPsw L        (7) 

The load change is a step input, i.e.,

sPsP LL /)(   . 

Utilizing the final value theorem, the steady-

state value of Δw is 

R
D

Pswsw L
s

ss 1

1
)()(lim

0






         (8) 

It is clear that for the case with no 

frequency-sensitive load (i.e. with D=0), the 

steady-state deviation in frequency is 



ECCCM 2011, January 30 – 31, 2011                                                         University of Technology   
Control and Systems Engineering Department                                                Baghdad-Iraq              

 

 84 

determined by the governor speed regulation, 

and is  

RPw Lss )(     (9) 

When several generator with governor speed 

regulations R1,…,Rn are connected to the 

system, the steady state frequency deviation 

is given by[8] 

)
1

.........
11

(

1
)(

21 n

Lss

RRR
D

Pw




    (10)  

Now in order to find the range of the speed 

regulation factor (R) for control system 

stability, we use the Routh-Hurwitz array 

.This criterion provides a quick method for 

determining absolute stability that can be 

applied to an nth-order characteristic 

equation of the form: 

0.............. 01

1

1  

 asasasa n

n

n

n
    (11) 

 
3. The calculation of the speed regulation 

factor R: 

3.1 The data of the power system: 

Consider the system in fig.(3),which have the 

following parameters: 

Turbine time constant T =0.6 sec . 

Governor time constant 
g =0.3  sec .                                                  

Generator inertia constant H=4 sec . 

If the load varies by 0.9 percent for a 1 

percent change in the frequency (i.e. 

D=0.9).The output power (turbine rated 

power or mechanical power) is 250 MW at 

the nominal frequency of 50 Hz. 

Let be assume that a sudden load change of 

50 MW occurs (ΔPL=-0.2pu). 

The following above parameters will be in 

figure (4) below due to figure (3) 

 

 
 

Figure (4): The block diagram of above 

system[4] 

 

3.2 The critical value of the speed 

regulation factor R and the limitation of it: 

Due to the above system in the figure(4).The 

first step is find the critical value of the speed 

regulation factor R which is show the ability 

of the system to be a stable or not stable by 

using the Routh-Hurwitz array, then find the 

limitation of R  for a stable system as 

follow[7][9] . 

The open loop transfer function of the above 

system as in the equation (5) 

)6,01)(3.01)(9.08(

1
)()(

sssR
sHsKG


      (12) 

)6.01)(3.01)()9.08(

1

9.081.8362.744.1(

1
23 ssssssR 





   (13) 

Where  

R
K

1
        (14) 

The characteristic equation is given by  

0
9.081.836.744.1

)()(1
23





sss

k
sHsG

        (15) 

 

Which result in the characteristic polynomial 

equation 

09.081,8362.744.1 23  Ksss        (16) 

 

The Routh-Hurwitz array for this polynomial 

is then: 

Ks

K
s

Ks

s







9.0

0
362.7

44.15632.63

9.0362.7

81.844.1

0

1

2

3

 

 

Due to the Routh-Hurwitz array, and for a 

stable system, 

1411.44
44.1

5632.63
.....0

362.7

44.15632.63



KK

K       (17) 

Or    9.0........09.0  KK             (18) 

Therefore  K must be less than 44.1411 or 

greater than -0.9 which is neglected because 

K is a positive number .So that for stability 

system K must be less than  44.1411 and due 

to equation (14),the critical value of the 

speed regulation factor  R is  1/K=   

1/44.1411 = 0.0226 . 
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The limit of R for a stable system is: 
R>1/44.1411  or   R>0.0226 . 
 
3.3 The Simulink method to find the limit 

& the optimal value of the governor speed 
regulation factor R: 
The optimal value of the speed regulation 
facto R can be obtain due to the transient 
characteristic or dynamic state of the 
frequency deviation (

ssw ) of the system 

where the best value of R will be at best 
response of the frequency deviation (

ssw

).The response of the frequency deviation of 
the system in the figure(2) can be obtain by 
the Simulink method of Matlab package as in 
the figure(5) with the data in the section 3.1 
.Due to this Simulink  and some of the 
Matlab commands ,the parameters of the 
frequency deviation response(rise time, peak 
time, settling time, time of the frequency 
deviation, frequency deviation, peak 
amplitude and the percentage overshoot)[9] 
will be calculated in order to find the limit 
and   optimal or best value of R as shown in 
table(1)and figures (6, 7, 8, 9, 10)  

 
Figure (5) The Simulink of the power system 

of the figure (2)[9] 

 
Figure (6) The frequency deviation of 

Simulink method with R=0.0226 

 
Figure (7) The frequency deviation of 

Simulink method with R=0.0227 

 
Figure (8) The frequency deviation of 

Simulink method with R=0.03 
 

 
Figure (9) The Frequency deviation of 

Simulink method with R=0.08 
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Figure (10) The Frequency deviation of 

Simulink method with R=0.1 
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0.0226 
Not 

stable 

Not 

stable 

Not 

stable 

Not 

stable 

Not    

stable 

Not   

stable 

Not   

stable 

0.0227 0.457 8.4 4130 6000 -0.00445 -0.0133 198 

0.026 0.166 0.854 61.4 90 -0.00508 -0.0141 178 

0.03 0.192 0.875 31 45 -0.00584 -0.0149 156 

0.04 0.255 1.05 17.3 25 -0.00772 -0.0169 119 

0.05 0.32 1.23 12.3 18 -0.00957 -0.0186 94.6 

0.06 0.386 1.32 9.71 15 -0.0114 -0.0202 77.8 

0.07 0.452 1.41 8.4 15 -0.0132 -0.0217 64.9 

0.08 0.519 1.54 8.64 12 -0.0149 -0.0231 55 

0.09 0.588 1.67 7.28 12 -0.0167 -0.0245 47 

0.1 0.657 1.79 7.44 12 -0.0183 -0.0258 40.4 

0.11 0.728 1.92 5.8 12 -0.02 -0.027 34.9 

0.12 0.8 2.05 6.02 10 -0.0217 -0.0282 30.3 

0.13 0.874 2.08 6.19 10 -0.0233 -0.0294 26.4 

0.14 0.95 2.21 6.31 10 -0.0244 -0.0306 23 

0.15 1.03 2.34 6.34 9 -0.0264 -0.0317 20.1 

0.2 1.43 3.07 5.07 9 -0.0339 -0.0373 10 

Table (1) The parameters of the frequency 

deviation response due to the Simulink 

method in the figure (5) 

 
The figures(6,7,8,9,10) represent the 
response of the frequency deviation due to 
the Simulink method in the figure(5) for 
different speed regulation factor R (0.0226, 
0.0227, 0.03, 0.06 and ,0.1) respectively and 
it is chosen arbitrary from table(1) .Due to 
this table when the speed regulation factor R 
increase from (0.0227 to 0.2) for a stable 
system, the steady state frequency deviation 

ssw  will be increase as shown in the 

figure(11) also the rise time ,peak time and 
the peak amplitude will be increase , this is 

from side but from the other side the time of 
the steady state frequency deviation (time of 

ssw )will be decrease as in the figure(12) 

also the settling time ,and the percentage 
overshoot will be decrease .In general form 
and for optimization stable system ,the steady 
state frequency deviation (

ssw )and the  time 

of 
ssw , rise time, peak time, settling time, 

and peak amplitude should be at lesser values 
as possible as, but it is impossible in this case 
because as example for lesser value of steady 

state frequency deviation (
ssw ),there will 

be a higher value of time of
ssw . Also for a 

higher value of steady state frequency 
deviation (

ssw ), there will be a lesser value 

of time of
ssw . So that in order to solve this 

problem ,the speed regulation factor R should 
be chosen as a middle case  between the two 

above cases (
ssw and time of 

ssw ), unless 

the designer or the system assume some 
assumption such as the system need a very 
small rise time or need a very small steady 
state frequency deviation (

ssw ) in spite of 

the higher value of the time of the frequency 
deviation therefore in this case the designer 
should be choose a small value of R as in 
table(1) .Now for a stable system and without 
any assumption and for a middle case, the 
optimal value of the speed regulation factor 
is R=0.08, for the same data in section 3 .1 
Therefore the parameters of the frequency 
deviation response for R=0.08 are: 
The per unit steady state frequency deviation 

ssw =-0.0149. 

The steady state frequency deviation 
ssw  in 

Hz is 
ssw = -0.0149 * 50 = 0.745 Hz 

(assume that the frequency is 50 Hz).The 
system frequency =50-0.745=49.255 Hz 
The time of the steady state frequency 
deviation 

ssw =12 sec. 

The peak amplitude =-0.0231 per unit. 
The overshoot =55 % . 
The rise time =0.519 sec. 
The peak time =1.54 sec. 
The settling time =8.64 sec  
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Figure (11) Variation of the steady state 

frequency deviation with the speed regulation 

factor R 

 
Figure (12) Variation of the time of the 

steady state frequency deviation with the 

speed regulation factor R 

 
4. The Steady State Characteristic of the 

Governor Speed Regulation Factor R:.  

There is no way to find the optimal value of 

the speed regulation factor R  due to  the 

steady state characteristic of  R (static state)  

as in the figure(13),because there is no 

parameters can be depend on it to choose the 

best value of R, instead of the transient 

characteristic (dynamic state), as in table(1) 

and the figures(6,7,8,9,10) where best value 

of R will be due to the best response of the 

frequency deviation and this depend on the 

parameters of the frequency deviation 

response(rise time, peak time ,settling time 

,the time of the steady state frequency 

deviation, the steady state frequency 

deviation, the peak amplitude and the 

percentage overshoot) . 

The figure (13) represent many specific 

values of the speed regulation factor 

R(0.0226546,0.05,0.07,0.1,0.15,0.2)choosing 

arbitrary from table(1) .These lines represent 

the slope of  the relation between the 

frequency and the power after the steady 

state as in the figure(1)  

 
Figure (13) Governor steady state frequency 

power characteristic for different values of 

the speed regulation factor R 

 
5. Checking the Result: 

5.1 First check: 

From table(1),and in order to make a first 

check for the solution of the method of the  

Simulink that used in section 3.3 to find the 

limitation and optimization of the speed 

regulation factor R. 

Figures (6,7,8,9,10) represent the frequency 

deviation response at R equal to (0.0226, 

0.0227, 0.03, 0.08 and 0.1)respectively and 

due to these figures, the system is unstable 

for R=0.0226 and stable for  R(0.0227 ,0.03, 

0.08 and 0.1) .Therefore the critical value of 

speed regulation factor R is 0.0226 and the 

system is stable for  R>0.0226 which is the 

same result that got it from section 3.2 due to 

the Routh-Hurwitz  method . 

 

5.2 Second check: 

Now in order to make a second check for the 

solution of the method of  the Simulink  of  

Matlab package that used  in section 3.3, let 
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take as example R=0.0227 ,R=0.08  and 
R=0.1 . 
Due to the data in the section 3.1, ΔPL=0.2, 
D=0.8 and from equation (8) 
The steady state frequency deviation ( ssw ) 

will be: 
pu

R
D

Pswsw L
s

ss 00445.0

0227.0

1
8.0

1
*2.0

1
1

)()(lim
0










 

pu

R
D

Pswsw L
s

ss 0149.001503.0

08.0

1
8.0

1
*2.0

1
1

)()(lim
0










 

pu

R
D

Pswsw L
s

ss 0183.00185.0

1.0

1
8.0

1
*2.0

1
1

)()(lim
0










 

Which is the same result that got it from table 
(1) for R=0.0227 ,R=0.08 and R=0.1 as in the 
figures (7,9,10) . 
 
6. Conclusion: 
The aim of this paper is to find the limit and 
the optimal value of the governor speed 
regulation factor R. The limit of R can be 
calculated due to the Routh-Hurwitz or due 
to the Simulink method of Matlab package as 
in the section 3.3 and due to the data in 
section 3.1,the limit of the governor speed 
regulation factor R for a stable system is 
R>0.0226 ,but it is very difficult to find the 
optimal value of the governor speed 
regulation factor R due to the Routh-Hurwitz 
or other calculation methods or even from the 
steady state frequency power characteristic 
(static response) as in the figure(13). It must 
be find the dynamic response of the system, 
that’s mean find the transient response of the 
frequency deviation in order to find the 
optimal value of R ,where best value of R 
will be due to the best response of the 
frequency deviation depending on the 
parameters of this response (rise time, peak 
time, settling time, time of the frequency 
deviation, steady state frequency deviation, 
peak amplitude and the overshot). The 
Simulink method of the Matlab package in 
section 3.3 can be find the dynamic response 

(frequency deviation response) of the system 
as in the table(1) and the figures(6,7,8,9,10). 
Due to this table, the optimal or the best 
value of the governor speed regulation factor 
R for a stable system is R=0.08 without any 
assumption from the designer where the 
designer can be choose any value of R for a 
stable system depending on the parameters of 
the response of the frequency deviation (rise 
time, peak time,…..etc) as in the section 3.3.     
A two check are applied on the Simulink 
method in section 5 .1 and 5.2 to vary the 
result and it is found applicable. 
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Abstract 

This work presents a novel simulation 

methodology applied to a human arm. It is 

aimed to allow the robotic system to perform 

complex movement operations of human arm. 

The human arm is represented by using 

virtual reality (VR). The work includes 

mathematical modeling of the direct 

kinematics ,inverse kinematic and the 

dynamics of the human arm .The model 

permits direct forward dynamics simulation, 

which accurately predicts hand position, also 

presents a solution to the inverse problem of 

determining set of joints angle to achieve a 

given position or motion. The method 

implements in the 3D space and uses the 

Simulink/ MATLAB Ver.2009a approach. 

This methodology can be used with different 

robots to test the behavior and control laws. 

 

Keywords: Human Arm, Inverse Kinematic, 

Levenbrge marquite, Virtual Reality. 

 

1. Introduction  

    Robotics is one of the main disciplines in 

the industry which can be used in the 

development of new technologies. The 

synergy of robotics with the different 

applications like submarine task, car assembly 

operation, vision systems and artificial 

intelligence allows the innovation and reduces 

the manufacture costs. For this purpose, it is 

important that the robot programmers are able 

to visualize and test the behavior of the robots  

 

 

in different circumstances and with different 

parameters [1]. 

    Motion is one of the most natural and 

important activities that a human being can 

practice, even before birth. Thus, one of the 

major difficulties by those who are fitted with 

prosthetic devices is the great mental effort 

needed during the first training stages. This 

makes it very difficult to precisely detect the 

spatial position as well as the forces done by 

the prosthesis in replacement of the muscle. 

This problem is still more complicated when 

working with upper limb prosthesis, whose 

function is to simulate its biological 

equivalents (shoulder, arm, forearm, elbow, 

and wrist).All these mechanisms present a 

very efficient system with a lot of information 

(degrees of freedom, speed, angles etc) to be 

simulated and absorbed by brain commands 

to help professionals dedicated to special 

physical needs patient rehabilitation [2]. 

     Some other works only make a 3D virtual 

that deal with the use of Matlab for systems 

simulations, M. Z. Al-Faiz[3]presents 

architecture for posture learning of an 

anthropomorphic robotic arm using 

Matlab/Simulink with virtual reality. The 

approach was aimed to allow the robotic 

system to perform complex movement 

operations of human arm; in this paper only 

forward kinematic is used in the simulation. 

B. Lee et al [4] presents the simulation of 

humanoid walking pattern using 3D simulator 

with Virtual Reality Toolbox. By using the 

Virtual Reality Toolbox incorporated with 

MATLAB, The simulator was composed of 
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three modules, namely, waking pattern code, 

kinematics code and display code. V. Sanchez 

et al [1] simulated methodology of the 5-DOF 

includes mathematical modeling of the direct, 

inverse and differential kinematics as well as 

the dynamics of the manipulator. This method 

was applied to test the robot CATALYST 5 

by using a project in Simulink and Matlab 

.The method implements the path following in 

the 3D space and uses the Matlab-Simulink 

approach. 

     The main objective of the present work is 

to show a complete simulation of human arm, 

where, the combination of Matlab/Simulink 

and virtual reality is proposed. The method 

allows to manipulate the human arm system 

and to visualize the robot‟s behavior from 

different perspectives. 

 

2. Human Arm Modeling  

     The modeling of a manipulator robot with 

n degree of freedom (DOF.) can be divided in 

three steps: Direct Kinematics, Inverse 

Kinematics, and Dynamics. 

 

2.1. Kinematics of Human Arm Based 

Levenberg-Marquardt Algorithm 

     Kinematics is the study of motion without 

regard to the forces that create it. The 

representation of the robot‟s end-effecter 

position and orientation through the 

geometries of robots (joint and link 

parameters) are called forward Kinematics. 

The forward kinematics is a set of equations 

that calculates the position and orientation of 

the end-effectors in terms of given joint 

angles. This set of equations is generated by 

using the D-H parameters obtained from the 

frame assignation [5].The inverse kinematics 

problem (IKP) for a robotic manipulator 

involves obtaining the required manipulator 

joint values for a given desired end-point 

position and orientation. It is usually complex 

due to lack of a unique solution and closed-

form direct expression for the inverse 

kinematics mapping [6]. 

 

2.2 Structure and Kinematics of Human 

Arm 

     The development of a high-DOF, 

kinematic is discusses human arm model that 

can be used to predict realistic human arm 

postures. One may deal with human arm by 7-

DOF and assume the origin at shoulder joint. 

The first joint is the shoulder joint s with 3 

DOFs.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The elbow joint e has only one DOF. The 

wrist joint w is of the same type as the 

shoulder joint s and also has 3 DOFs. Note 

that the arrow at the end of the chain indicates 

the end effectors orientation and is not 

another link. It can be focused on a kinematic 

chain that is formed after a human arm. This 

means the kinematic chain has 3 joints with 

spherical joints as shoulder and wrist joint and 

a hinge joint as the elbow joint. The spherical 

joints have 3 DOFS while the hinge joint has 

only one DOF, giving a total of 7 DOFs for 

this kinematic chain, see Fig.1. The 

homogeneous transformation matrices for the 

frame transitions are set up with D-H 

parameters. 

 

 

 

 

 

 

 

 
Fig.1. Kinematic chain of human arm 
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It has following transformation matrices 

𝐴1 =  

𝑐1 −𝑠1 0 0
0 0 −1 0
𝑠1
0

𝑐1
0

0
0

0
1

  , 

𝐴2 =  

𝑐2 −𝑠2 0 0
0 0 −1 0
𝑠2
0

𝑐2
0

0
0

0
1

  

𝐴3 =  

𝑐3 −𝑠3 0 𝑎3
0 0 1 0
𝑠3
0

−𝑐3
0

0
0

0
1

  

𝐴4 =  

𝑐4 −𝑠4 0 𝑎4
0 0 −1 0
𝑠4
0

𝑐4
0

0
0

0
1

  

𝐴5 =  

𝑐5 −𝑠5 0 0
0 0 1 0
𝑠5
0

−𝑐5
0

0
0

0
1

  

𝐴6 =  

𝑐6 −𝑠6 0 0
0 0 −1 0
𝑠6
0

𝑐6
0

0
0

0
1

  

𝐴7 =  

𝑐7 −𝑠7 0 0
0 0 1 0

−𝑠7
0

−𝑐7
0

0
0

0
1

  

 

 

Where 'c' is cosine of theta and‟s‟ is sin of 

theta, the forward kinematic represents by T  

T = A1 ∗ A2 ∗ A3 ∗ A4 ∗ A5 ∗ A6 ∗

A7  

𝑛𝑥 𝑜𝑥 𝑎𝑥 𝑑𝑥
𝑛𝑦 𝑜𝑦 𝑎𝑦 𝑑𝑦
𝑛𝑧
0

𝑜𝑧
0

𝑎𝑧
0

𝑑𝑧
1

      (1) 

 

2.3 Dynamic of Human Arm Based Genetic 

Algorithm  

      Decentralized control has been widely 

accepted by the robotics industry due to ease 

of implementation and tolerance to failure. 

Conventional controllers for industrial robots 

are based on independent joint control 

schemes in which each joint is controlled 

separately by a simple position servo loop 

with predefined constant gains [7]. In this 

paper ,the proposed scheme is based on the 

principle of treating each joint as a subsystem 

in which the joint dynamics are modeled by a 

third order system  plus a disturbance torque, 

By a simple disturbance cancellation 

procedure, the disturbance in the joint 

dynamic equation is directly rejected so that 

simple fixed linear joint controllers  can be 

readily designed .Fig .1 shows the structure of 

Human arm which has 7 Degree Of 

Freedom(DOF),this mean  seven motor are 

used to represent movement of human arm 

with independent joint control . The equation 

describing the dynamic behavior of the DC 

motor is given by the following equations: 

 

𝐺(𝑠)

=
𝐾𝑏

 𝐽𝐿𝑎𝑆3  +   𝑅𝑎𝐽 + 𝐵𝐿𝑎 𝑆2  +  𝐾𝑏𝐾𝑇 + 𝑅𝑎𝐵 𝑆 
 

(2) 

 

     As PID controller has simple structure, 

easy to understand, the tuning technique 

provides adequate performance in the vast 

majority of applications, the PID controller is 

widely used in most industrial processes 

,despite continual advances in control theory 

it cannot Effectively control complicated or 

fast system such as motor controlled systems, 

however, because the response of a plant 

depends on three parameters (P, I, and D) and 

gain must be manually tuned by trial and 

Frame 

(joint) 

qi 

(rad) 

di 

(cm) 

ai 

(cm) 

αi 

(rad) 

1 q1 0 0 π/2 

2 q2 0 0 π/2 

3 q3 0 20 -π/2 

4 q4 0 25 π/2 

5 q5 0 0 -π/2 

6 q6 0 0 π/2 

7 q7 0 0 -π/2 

 

Table 1.  D-H Parameters of human arm 
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error. Most PID tuning rules use conventional 

methods. This requires considerable technical 

experience to apply tuning formulas to 

determine PID controller parameters. 

      GA is a stochastic global adaptive search 

optimization technique based on the 

mechanisms of natural selection. Recently, 

GA has been recognized as an effective and 

efficient technique to solve optimization 

problems .As a mathematical means for 

optimization, GAs can naturally be applied to 

the optimal-tuning of PID controllers. With 

reference to a step input signal, the entire 

system will generate an output step response. 

The role of the PID controller is to drive this 

output response within the user‟s 

specifications. Obviously, the parameter 

settings of the PID controller should be fine 

tuned so as to meet as high requirements as 

possible. In this paper, genetic algorithm is 

operated with following: number of 

population =20, probability of crossover is 

0.8, probability of mutation is 0 .01. 

The most crucial step in applying GA is to 

choose the objective functions that are used to 

evaluate fitness of each   chromosome. Some 

works use performance indices as the 

objective functions. The objective functions 

are Integral of Time multiplied by Squared 

Error (ITSE), Integral of Time multiplied by 

Absolute Error (ITAE), Integral of Absolute 

Magnitude of the Error (IAE), and Integral of 

the Squared Error (ISE), integral term become 

summation in the discrete time. 

The PID controller is used to minimize the 

error signals, or we can define more 

rigorously, in the term of error criteria: to 

minimize the value of performance indices 

mentioned above. And because the smaller 

the value of performance indices of the 

corresponding chromosomes the fitter the 

chromosomes will be, and vice versa, we 

define the fitness of the chromosomes as  

𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑣𝑎𝑙𝑢𝑒 =
1

𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛
     (3) 

In this paper a multi objective is introduce to 

get better time response by replace fitness 

value in Eq (4) by  

=
1

𝑤∗𝑡𝑠+𝑤∗𝑜𝑣+𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛
      (4) 

Where  

Objective function is taken from Eq (3). 

w >>1 since the value of performance index is 

very large with respect to the settling time and 

over shot.  

 

3. Inverse Kinematics Solution Using 

Optimization Method  

      The problem of inverse kinematics is not 

linear, as rotations are involved. This means 

that analytical solutions are only available in 

limited situations. In all other cases, 

alternative methods will have to be employed. 

The most-used alternative is numerical 

solutions. Analytical solutions are the best 

option to use when available, as they are the 

fastest and most reliable inverse kinematics 

solvers. The problem of analytically solving 

inverse kinematics is that it does not scale to 

more complex bone sets and is therefore only 

an option for simple situations, like robot 

arms with few joints, or a single human leg 

The numerical solution that can be utilized to 

solve the inverse kinematics problem is 

through the use of existing optimization 

algorithms. For optimization of a reference 

joint angle configuration regarding the 

similarity measure, one can use the 

Levenberg-Marquardt algorithm. The 

algorithm provides a standard technique for 

solving nonlinear least squares problems by 

iteratively converging to a minimum of 

function expressed as sum of squares. 

Combining the Gauss-Newton and the 

steepest descent method, the algorithm unites 

the advantages of both methods. Hence, using 

the LM method, a more robust convergence 

behavior is achieved at points far from a local 

minimum, while a faster convergence is 

gained close at a minimum. Due to its 

numerical stability, the LM method has also 

become a popular tool for solving inverse 

kinematics problems as demonstrated in 

[8].The LM algorithm is an iterative 

technique that locates a local minimum of a 

multivariate function that is expressed as the 

sum of squares of several non-linear, real-
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valued functions. It has become a standard 

technique for nonlinear least-squares 

problems, widely adopted in various 

disciplines for dealing with data-fitting 

applications. LM can be thought of as a 

combination of steepest descent and the 

Gauss-Newton method. When the current 

solution is far from a local minimum, the 

algorithm behaves like a steepest descent 

method: slow, but guaranteed to converge. 

 

𝐸 𝑥 =
1

2
 𝑒𝑇 𝑥 𝑒(𝑥)(5) 

The Gauss-Newton method can be written as 

𝑥𝑘+1 = 𝑥𝑘 − [𝐽 𝑥𝑘 . 𝐽 𝑥𝑘 ]−1 . 𝐽 𝑥𝑘 . 𝑒(𝑥𝑘) 

(6) 

 

LM method can be expressed with the scaling 

factor  

𝑥𝑘+1

= 𝑥𝑘 −  𝐽 𝑥𝑘 . 𝐽 𝑥𝑘 𝜆. 𝐼 −1. 𝐽 𝑥𝑘 . 𝑒 𝑥𝑘  

(7)  

 

Where I is the identity matrix[9]. 

It required minimizing the error between the 

target transformation matrix and calculated 

transformation matrix, the problem can be 

formularizing as optimization problem as 

following: 

Minimize 𝑒 𝑞 =

 
 
 
 
 
 𝑃𝑥

𝑑 − 𝑑𝑥 

 𝑃𝑦
𝑑 − 𝑑𝑦 

 𝑃𝑧
𝑑 − 𝑑𝑧 

 
 
 
 
 

      (8) 

Subject to   

𝑞𝑖
𝑙 ≤ 𝑞𝑖 ≤ 𝑞𝑢

𝑖
                          i=1… 7 

𝑞𝑙 = [−
𝜋

2
−

11𝜋

2
−

𝜋

2

𝜋

12
−

𝜋

3
−

𝜋

9
− 𝜋] 

, 𝑞𝑢=[
𝜋

2

2𝜋

3

𝜋

2

5𝜋

6

𝜋

3

𝜋

9
  0] 

 

Where 𝑝𝑑  Target position in the space.These 

constrain become 

 

𝑞𝑖
𝑙 − 𝑞𝑖 ≤ 0   ,𝑞𝑖 − 𝑞𝑢

𝑖
≤ 0    i=1… 7 

 

By convert this constrained problem to 

unconstrained problem using penalty function 

[10], the problem become  

𝑒 𝑞 =

 
 
 
 
 
 
 
 𝑃𝑥

𝑑 − 𝑑𝑥 

 𝑃𝑦
𝑑 − 𝑑𝑦 

 𝑃𝑧
𝑑 − 𝑑𝑧 
𝐺1𝑖

𝐺2𝑖

 
 
 
 
 
 
 

     (9) 

𝐺1𝑖 = max⁡(0, (𝑞𝑖
𝑙 − 𝑞𝑖)), 

 ,𝐺2𝑖 = max⁡(0, (𝑞𝑖 − 𝑞𝑢
𝑖
))   i=1… 7,  

Eq (9) becomes unconstrained objective 

function to be minimized. 

 

4. Virtual Reality  

     With the advent of high-resolution 

graphics, high-speed computing, and user 

interaction devices, virtual reality (VR) has 

emerged as a major new technology in recent 

years. An important new concept introduced 

by many VR systems is immersion, which 

refers to the feeling of complete immersion in 

a three-dimensional computer-generated 

environment by means of user-centered 

perspective achieved through tracking the 

user. This is a huge step forward compared to 

classical modeling and CAD/CAM packages, 

VR technology is currently used in a broad 

range of applications, the best known being 

flight simulators, walkthroughs, video games, 

and medicine (virtual surgery). From a 

manufacturing standpoint, some of the 

attractive applications include training, 

collaborative product and process design, 

facility monitoring, and management. 

Moreover, recent advances in broadband 

networks are also opening up new 

applications for virtual environments in these 

areas [11]. 

 

5. Proposed Model and VR Simulation for 

a Human Arm 

      The simulator was built using MATLAB 

with Virtual Reality Toolbox. MATLAB 

provides powerful engineering tool including 

frequently used mathematical functions. It is 

easy to implement control algorithm including 

visualization of data used in the algorithm. In 

addition, by using Virtual Reality Toolbox, it 

is convenient to treat 3D objects defined with 
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VRML (Virtual Reality Modeling Language). 

Thus, it is possible to build a simulator within 

a relatively short period. Virtual Reality (VR) 

is a system which allows one or more users to 

move and react in a computer generated 

environment. The basic VR systems allow the 

user to visual information using computer 

screens. The simulation contain two part ,first, 

building model for human arm in VRML, 

second, constitution the Simulink model in 

MATLAB then call and run the model of 

human arm using virtual reality toolbox.   
 

5.1. The VRML Model for Human Arm 

      To realize the VRML model for Human 

arm save the file as All.wrl file, which is the 

file format for Virtual Reality software, the 

VRML model of the Human arm was 

designed in V-Realm Builder 2.0 .In Fig.2 is 

presented the VRML model of the Human 

arm. In V-Realm Builder 2.0 program it was 

defined the viewpoints, the background 

properties, the properties for each element, its 

position and orientation, etc. In Fig.3 is 

presented the V-Realm Builder 2.0  captured 

screen with all the views of the VRML model 

of the Human arm. 

 

5.2 The Simulink Model   for Human Arm 

      The VRML model represents a Human 

arm. It is manipulated by a simple Simulink 

model as it can be seen in Fig.4. As it can be 

seen from Fig.4 the Human arm is represented 

by several blocks: the first one named Target 

position  which is represent the desired target 

,the second block calculate the inverse 

kinematics of desired target to produce 

desired angle, the third block is dynamic  part 

which contain PID controller  and fourth part 

is simulation part using virtual reality.  
 

6. Simulation Results 

      The implemented simulation of human 

arm which built in VR technique, the solution 

of inverse kinematic equations and control of 

joints are achieved by MATLAB Ver.R2009a. 

Fig.4 represents the connection between 

MATLAB\Simulink, which solve the 

kinematic equations, and VR model of human 

arm. The moving commands for this model 

are calculated in MATLAB and then they 

implement in VR. Different cases of PID 

control are studied and illustrated in Fig. 

5,6,7,8 and 9  From Fig.7,8,9 it can be seen 

the ability of performed GA based PID tuning 

with our fitness function ,that remove the 

overshoot and reduce the settling time with 

lower error, finally the trajectory of human 

arm using the proposed fitness function has 

better motion  . As inputs sources for the 

block that represent the target positioning 

kinematics part ,joint angle of human arm are 

calculated using optimization method 

(Levenberg-Marquardt algorithm).In dynamic 

part two methods of controlling are used, first 

using proptional gain equal to one, second 

using PID control tuning by genetic 

algorithm. 
 

7. Conclusion   

       This paper presents the mechanical 

analysis of human arm joints (shoulder, elbow 

and wrist).The modeling of the human arm 

includes direct and inverse kinematics as well 

as dynamics. This method was applied to test 

the human arm control by using a project in 

Simulink/Matlab with virtual reality. A 

proposed method was represented in the 3D 

space the simulation show the good 

performance of the proposed methodology. 

From the obtained results, it can be concluded 

that, The Virtual Reality is useful to test the 

viability of designs before the implementation 

phase on a virtual reality  prototype, the 

ability of performing of GA based PID tuning 

for human arm .The system is of flexibility 

due to the easy program language. So it is 

really useful before lab experiment and 

hardware design for human arm. It gives a 

clear direction to the design of human arm 

control system and the entire optimum design. 
 

Appendix: Dynamic of DC Motor 

The equations describing the dynamic 

behavior of the DC motor are given by the 

following equations; 
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ݒ ൌ ܴ݅ ൅ ܮ ௗ௜

ௗ௧
൅ ݁௕            (10) 

௠ܶ ൌ ்ܭ כ ݅௔ሺݐሻ(11) 

௠ܶ ൌ ܬ ௗమఏሺ௧ሻ

ௗ௧మ ൅ ܤ ௗఏሺ௧ሻ

ௗ௧
      (12) 

ܾ݁ ൌ ݁௕ሺݐሻ ൌ ௕ܭ
ௗఏሺ௧ሻ

ௗ௧
       (13)           

After simplification and taking the ratio of 
θ(s)/ v(s) we will get the transfer function as 
below, 
 

ሻݏሺܩ ൌ ௵ሺ௦ሻ

௩ሺ௦ሻ
ൌ

௄್

ሾ௃௅௔ௌయ ା ሺோ௔௃ା஻௅௔ሻௌమ ାሺ௄್௄೅ାோ௔஻ሻௌሿ
        (14) 

 
When an industrial robot transfers objects of 
different masses, the dynamics of DC motor 
will be changed, also, for disturbance 
rejection it is more efficient PID control 
system which it is well known as a simple and 
useful method to control manipulators. Many 
industrial robots use a form of so called PID 
control law [12] as 
ሷௗݍ ൅ ݇௣݁ ൅ ݇ௗ ሶ݁ ൅ ݇௜ ׬ ݐ݀݁ ൌ  (15)ݑ
 
Where ݑ is the control law vector, ݁ ൌ ௗݍ െ  ݍ
is the position error vector, ݍௗis the desired 
joint angle vector, ݍis the joint angle vector, 
݇௣, ݇ௗand ݇௜are the coefficient of PID 
controller. 
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Fig. 4. The Simulink model for A Human Arm 

 

Fig. 2. The VRML model of the Human arm 

 

Fig 3. The views of the VRML model of the 

Human arm 
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(1)                                         (2) 
  

(3)                                  (4) 

  

  
(5)                                         (6) 

Fig. 5 Human arm movements with 

proposed PID  

Fig.6. Human arm movements with unity 

feedback 
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 (5)   (6) 

  
 (7)   (8) 
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Abstract: 

Surface electromyography (SEMG) 

measurement technique for the signal was 

produced through the contraction of muscle 

in human body. The surface electrode is 

connected on the skin of the muscle. This 

paper presents off-line design for estimation 

of the actual joint angle of human leg was 

obtained in performing flexion-extension of 

the leg at slow and high speeds movement. 

The design is composed of two phases. The 

first is measured of real EMG signal of 

human leg performance by using SEMG 

technique and processing this signal with 

filtering, amplification and then normalized 

with maximum amplitude. The second phase 

is artificial neural network (ANN) design 

was trained to predict the joint angle from 

the parameters were extracted from the 

SEMG signal. Three main parameters of 

EMG signal are used in prediction process: 

Number of turns in specific time period, 

duration of signal repetition and amplitude 

of signal. The design of  ANN is included 

the identification of performance human leg 

EMG signal with two speed level (slow-fast) 

and estimation of knee joint angle by 

recognition process depended on the 

parameters of real measured EMG signal. 

The real EMG signal is measured from full 

leg-extension to full leg-flexion by (3 sec) 

with slow motion and (1 sec) at fast motion. 

Root mean square (RMS) errors were 

calculated between the actual angle 

(measured by the trigonometric formula was 

applied with any human leg gives real EMG 

signal measurement) and the angle predicted 

by the neural network design.  This design is 

simulated by using MATLAB Ver. R2010a, 

and satisfied results are obtained, that 

explains the ability of estimation of  joint 

angle for human leg, where the RMS errors 

are obtained from (0.065) to (0.015) at fast 

speed leg flexion -extension and from ( 

0.018) to  (0.0026) at slow speed leg 

flexion-extension.      

 

Keywords: Surface Electromyography 

(SEMG), Artificial Neural Network (ANN). 

 

1- Introduction  

Surface electromyography (SEMG) 

signals provide a non-invasive tool for 

investigating the properties of skeletal 

muscles. The bandwidth of the recorded 

potentials are relatively narrow (50-500 Hz), 

and their amplitude is low (50 μV - 5 mV). 

These signals have been used not only for 

monitoring muscle behavior during 

rehabilitation programs, but also for the 

mechanical control of prostheses. In this 

context, it is important to be able to 

correctly predict which movement is 

intended by the user. The SEMG signal is 

very convenient for such application, 

because it is noninvasive simple to use, and 

intrinsically related to the user‟s intention. 

However, there are other useful variables, 

especially those related to proprioception, 

for example: the angle of a joint, the 

position of the limb, and the force being 

exerted [1,2]. 

Specifically, for the development of an 

active leg prosthesis that also possesses 

ankle and foot axes, it is necessary to use 

other sources of information besides SEMG. 

Thus, the use of myoelectric signals 

combined with other variables related to 

Paper Reference: ECCCM 10/46 
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proprioception may improve the reliability 

in closed-loop control systems. Fig.1. 

presents the typical main components of 

general myoelectric pattern recognition. The 

SEMG signals are acquired by surface 

electrodes placed on the skin over muscle(s) 

of the user. The signals originating from the 

electrodes are pre-amplified to differentiate 

the small signals of interest, and then are 

amplified, filtered and digitized. Finally, the 

information is transferred to a myoelectric 

controller[3]. 

 

 

 

 

 

 

 

 

 

Fig.1. Typical main components of a 

general myoelectric controller based on 

pattern recognition. 

 

 The knee joint is one of the most complex 

synovial joints that exist in the human body, 

whose main functions are: to permit the 

movement during the locomotion, and to 

allow the static stability. The mobility 

associated with the knee joint is 

indispensable to human locomotion and it 

helps the correct foot orientation and 

positioning in order to overcome the 

possible ground irregularities. In the knee 

articulation, there are three types of motion, 

namely, flexion, rotation, and sliding of the 

patella. The knee joint includes three 

functional compartments, medial, lateral, 

and patello-femoral, which make the knee 

quite susceptible to injures and chronic 

disease, such as displacement, arthritis, 

ligaments rupture, and menisci separation. 

In fact, the greatest number of human 

ligament injuries occurs in ligaments of the 

knee. The knee joint is surrounded by a joint 

capsule with ligaments strapping the inside 

and outside of the joint (collateral ligaments) 

as well as crossing within the joint (cruciate 

ligaments). [4]. 

 The muscles of the lower limbs are larger 

and more powerful than those of the upper 

limbs. These muscles can be divided into 

three groups and they are shown in Fig.2. 

[5,6]:  

–Muscles that move the thigh. 

–Muscles that move the leg. 

–Muscles that move the foot and toes. 

Movements of the knee: 

 The principal knee movements are flexion 

and extension, but note on The capsule is 

attached to the margins of these articular 

surfaces but communicates above with the 

suprapatellar bursa (between the lower 

femoral shaft and the quadriceps), 

posteriorly with the bursa under the medial 

head of gastrocnemius and often, through it, 

with the bursa under semimembranosus. It 

may also communicate with the bursa under 

the lateral head of gastrocnemius. The 

capsule is also perforated posteriorly by 

popliteus, which emerges from it in much 

the same way that the long head of biceps 

bursts out of the shoulder joint.  

 
 

Fig.2. The Human leg muscles that caused 

flexion / extension knee joint [7]. 
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The capsule of the knee joint is 

reinforced on each side by the medial and 

lateral collateral ligaments, the latter 

passing to the head of the fibula and lying 

free from the capsule. Anteriorly, the 

capsule is considerably strengthened by the 

ligamentum patellae, and, on each side of 

the patella, by the medial and lateral 

patellar retinacula, which are expansions 

from vastusmedialis and lateralis. 

Posteriorly, the tough oblique ligament 

arises as an expansion from the insertion of 

semimembranosus and blends with the joint 

capsule [7,8]. 

 

2- EMG Characteristics 

A motor unit action potential, or MUAPs, 

is a summated action potential as detected 

from all the muscle fibers in the same motor 

unit. It is the summation of all the MFAPs 

produced by fibers of the MU. The shape 

and characteristics of a MUAP are shown in 

Fig.3. Now can be summarized the 

characteristics of EMG or the O/P from 

MUAP where. It will cover the following 

characteristics are: Duration / Amplitude / 

Area / Area- Amplitude, the Area to 

Amplitude Ratio (AAR) [Thickness] / Size 

Index Firing Rate / Firing Rate per Motor 

Unit (FR/MU) / # of Phases / % Polyphasic 

MUAPs / # of Turns [8]. 

 

 
 

Fig.3. Characteristics of a EMG signal [9]. 

 

 

 Now the simple explanation of them will 

present classification, the amplitude is 

consistently reduced or normal (5 to 850 

mV) in myopathic cases, but can vary 

between reduced and very high for 

neuropathic cases. Amplitude also has 

correlations with other characteristics that 

may make it valuable to graph it on a two 

dimensional scatter plot with another 

characteristic. Amplitude and Duration are 

positively correlated. Amplitude and AAR 

are negatively correlated which leads to 

more separable data distributions when the 

two are plotted together. [8,9]. 

 

2- Real EMG Signal Measurement 

 There are many important parameters 

must be take under consideration in the 

measurement process. The most important 

parameter in the measurement process is 

selecting of position for electrodes and 

clinical information of the job. 

A. position of electrodes: 

There are nine muscles up and down of knee 

joint are affecting in the movements of knee. 

From the clinical information and practice 

experiential, the best position of electrodes 

to recognize the maximum amplitude for 

flexion/extension knee joint. Fig.4 

(a&b).represent practice experiment to 

select the position for two electrode to get 

the EMG signal at the movements of joint. 

In this paper I used four muscles that have 

min effect for flexion/extension knee joint. 

The EMG signal recorded by using SEMG 

electrodes therefore must be used four 

electrodes at the same moment ( i.e. four 

channels recorded ) this property don‟t 

available practically in my country therefore 

we used off-line technique for estimation of 

joint angle by using EMG signal[10,11].   
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Fig.4. Location of SEMG on human leg. 

 

B. Recording SEMG Data: 

In this paper the real SEMG signals were 

recorded by the following procedure: 

 Record the signal with relax and no 

movement in the knee joint (spontaneous 

case). 

 Record the signal from full extension to 

full flexion of knee joint with time (3 sec) 

(i.e. slow motion of leg). 

 Record the signal from full extension to 

full flexion of knee joint with time (1 sec) 

(i.e. fast motion of leg). 

  Repeated the items 2&3 with angle of 

flexion about 45
o
 , 90

o
, 135

o
 or max angle 

implement from human. 

Fig.5(a-d) represents the photos of SEMG 

signal for main leg muscles that caused 

flexion /extension knee joint and these 

processing achieved by using the 

instruments in AL Yarmook, Education 

Hospital in Baghdad. 

The data for this experiential is recording 

with single channel, this problem caused the 

design is achieved off line where for each 

movement must take four runs to get full 

data. 

Fig.6. represent example for SEMG signal 

was made preparing the signal by using 

filtering and amplification and these 

processing was achieved by used EMG Lab  

software where, it has ability for processing 

with real data recorded from Micromed 

company instrumentation that has the data 

format (.TRC). 

 

 

 
 

Fig.5. Photo of real SEMG signal from 

Micrmed measurement model. 

  

 

 

 

 

- A - 

- B - 

- C - 

- D - 
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Fig.6. Real SEMG signal represent by EMG 
Lab software. 

 
 

4. Design of Estimation Joint Angle 
 The angle of Knee joint in this paper is 
calculating by two methods as follow: the 
first practice method by using trigonometric 
relationship with the posture of human leg to 
get angle of knee joint before measurement 
the real SEMG that is using in the second 
design for estimation the joint angle. Fig.7. 
explain the geometry for human leg that 
used the trigonometric form to calculate 
angle joint, these calculation is achieved 
with assumption that the radius of cross 
section area of normal human leg with age 
25 years is ( r = 13 cm ) [12,13]   : 

 
                                                                   (1)                                     
 
Where (R) is represent the length of lower 
leg (from knee joint to ankle joint) and ( S ) 
is represents the length ot arc from initial 

position of ankle joint to its second position, 
while ( Ө ) is the angle of flexion/extension 
knee joint. 
 The second method for estimation angle of 
joint is designing by using ANN approach, 
Fig.8 explain the diagram of design. The 
design is consists to two main stages: 
The identification stage: From the 
explanation of movement knee joint, there 
are nine muscles in the human leg consists 
the movement of the joint but there is four 
main muscles caused the angle joint of 
flexion/extension joint as follows ( 
Vastusmedialis, Vastuslateralis for extension 
and Semitendinosus, Gustrocomis for 
flexion). The SEMG signals of the four 
muscles will be used in estimation of the 
angle at the human leg movement. 
 In this paper used the Recurrent Multilayer 
Perception (RMLP) Neural Network (NN) 
used in identification of the SEMG signals 
for the main four muscles. The block 
diagram in Fig.9.explain the details of 
identification stage [14]. 
  The NN structure (32R22is shown in 
Fig.10 i.e. three units in layer 1 ( this is input 
layer), two recurrent units in layer 2, and 2 
units in layer 3. This network has external 
feedback with 2 unit delays.  Sigmoidal 
activation functions were used for all units 
in both hidden and output layers. The error 
function which measures the difference 
between the neural net approximation and 
the desired trajectory [14]: 
 
 
                                                                   (2)                          
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Fig.7. Geometry calculation of Knee joint 

angle. 

 

The error function given here is called the 

batch error, because it contains the sum of 

the errors over the entire training set; that is, 

the error over alltime steps. The training 

algorithm was used in this paper is 

backpropagation-through-time (BPTT)[14, 

15]. 

 

  

 

 
 

Fig.8. NN design for estimation knee joint 

angle. 

  

 

 

 The Recognition and Decision Stage: 

The test signal that is recording from the 

same type of muscles will be used to 

estimate the angle of joint where the data 

base is formatting by recorded the SEMG of 

muscles with values of joint angle (0(no 

command from brain),  π/4, π/2, and  

3π/4(max movement)). After reconstructed 

the same features for test signal will be 

entered to the same structure of  RMLP-NN 

with identification data base by feed forward 

training only the output of these networks is 

recognizing the muscles and the amplitude 

of SEMG with each sample. By using the 

following relation with amplitude of SEMG 

signal with time and take the average 

between results of  Vastusmedialis, 

Vastuslateralis for extension and 

Semitendinosus, Gustrocomis for flexion 

will be get the angle of joint at flexion and 

then the complement angle ( extension 

angle). Fig.11. explains the second stage of 

design for estimation of knee joint angle. 
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Muscle 
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Process 
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for system 
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Fig.9. NN Identification of SEMG signal for 

human leg muscles. 

 
 

 

Fig.10. Recurrent Multilayer Perception 

Neural Network with structure (32R2(2)) 

[14]. 

 

 
 

                     (3) 

 

 
 

 

Fig.11. Estimation of knee joint angle. 
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5. Simulation Results 

The simulation of the estimation design is 

achieved by MATLAB Var.R2010a. Fig.12. 

presents the identification of SEMG signals 

of human leg that related to knee joint 

flexion/extension movement and from this 

figure can be seen that the error approach to 

zero after about nine iteration and after that 

no local minimum or increasing in error 

therefore; this best results for identification 

after some trial to adjustment the learning 

rate and momentum term. 

  Two type of human leg movement 

according to speed of leg are used in 

simulation: 

Low speed: the human leg in this simulation 

was moving from full extension to full 

flexion with speed about 3sec/cycle. Fig.13. 

represents the estimated values of knee 

flexion/extension joint angle. The 

calculation of the accuracy of joint angle is 

achieved by calculate the RMS error 

between estimated values and practice value 

that measured in first stage of the design.  

The RMS error has the value from (0.065) to 

(0.015).

 
 

 

Fig. 12. Error signal for identification of 

four muscles SEMG signal  

 

 

 

 High speed: the same procedure in low 

speed was implemented here and the results 

explains in Fig.14 and the RMS errors are 

obtained from (0.018) to (0.0026) at fast 

speed leg flexion –extension. Fig.15. explain 

the RMS values in two speed of movement 

(low and high) with recorded time (180 sec, 

60 sec) for low and high speed respectively.  

 

 

 
 

Fig.13. Estimation of knee joint angle 

with low speed movement. 

 

 

 
Fig.14. Estimation of knee joint angle 

with low speed movement. 
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Fig.15. RMS values for two speed of human 

leg movement.   

 

Conclusion: 

 From the obtained results, it can be 

concluded that the ability of RMLP-NN to 

identify and solve the IK of human leg with 

high accuracy and simplicity. The ability of 

estimation of angle knee joint based on 

SEMG with high accuracy and can be used 

with many applications. There are many 

critical coefficient in the movement knee 

joint must be under consideration in the 

estimation of angle joint. The obtained 

results are off-line because there is no 

SEMG muit-channel recorded  therefore 

must record the data of SEMG for each 

muscle alone and return the same command 

to record the another muscle. If available 

measurements and saving of SEMG muscles 

signal can be implement this design on-line 

and it can be implemented as portable unit to 

used with many application.    
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Abstract 

Real-Time 3D animation and Real-

Time Simulation results are reported for a 3R 

underactuated robot moving in a horizontal 

plane using Virtual Reality Toolbox™, Real-

Time Windows Target™, Real-Time 

Workshop®, and interfaced to Simulink® 

under the MATLAB® environment. The 

reason behind Real-time 3D animation and 

Real-Time simulation is to provide animated 

real-time tools in a realistic fashion to 

demonstrate the effectiveness of the 

controllers in tracking the desired trajectory 

and to provide a tool for researchers to test 

their proposed controllers and observe their 

behavior using 3-DOF underactuated 

manipulator in real-time. 

 

Key-words: Virtual-Reality, Underactuated 

Robot, Nonholonomic Constraint, Real-Time. 

 

1- Introduction 

Virtual Reality (VR) is a field of study 

that aims to create a system that provides a 

synthetic experience for its user(s). The 

experience is dubbed „„synthetic,‟‟ 

„„illusory,‟‟ or „„virtual‟‟ because the sensory 

stimulation to the user is simulated and 

generated by the system. The term Virtual 

Reality is used to describe a computer-

generated, highly-realistic artificial world or 

environment (called a Virtual  environment), 

allowing the user to interact with it in real-

time by interfacing some of his actions in the 

real world back into the virtual environment 

and providing visual, acoustical and, 

sometimes, haptic feedback [1]. VR allows 

people to get the experience of things that 

would otherwise be very difficult or even 

impossible to attain in real life. VR may 

provide invaluable tools to engineers seeking 

rapid and inexpensive development for their 

prototypes. 

The aim of this work is to demonstrate 

trajectory planning and control of a 3-degrees 

of freedom (3DOF) underactuated planar 

robot with a passive rotational last joint using 

the Dynamic Feedback Linearization (DFL) 

method, utilizing the VR toolbox under the 

MATLAB and Simulink in real time.  

Underactuated mechanical systems are 

mechanical systems with fewer actuators 

than DOFs [2]. For a conventional robot 

manipulator, the number of joints is equal to 

the number of actuators, or actuated joints; 

such a fully driven serial mechanism is called 

a full-actuated system. If the total number of 

joints is greater than the number of actuators 

in the mechanism, the system is referred to as 

an underactuated system. Underactuated 

mechanical systems may arise from 

intentional design as in the pendubot [3], and 

the Acrobot [4].Mobile robot systems are 

considered to be underactuated. For example, 

when a manipulator arm is attached to a 

mobile platform or an undersea vehicle [5] 

also underactuation arise due to the 

mathematical model used for control design 

as, for example, when joint flexibility is 

included in the model [6]. It is also 

interesting to note that certain control 

problems for fully actuated redundant robots 

are similar to those for underactuated robots 

[2]. 

Paper Reference: ECCCM 10/15 
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The class of underactuated systems is 

composed of variety of mechanical as well as 

biological systems. A biological system 

which can be considered underactuated is the 

human body [7]. When for example; 

gymnasts perform acrobatic maneuvers on a 

high bar; they are able to rotate about their 

wrist by actuating the muscles on their hip 

and knees. The wrist is therefore a joint kept 

unactuated, whose displacement can be 

controlled by the actuation of other joints. 

There are a number of advantages to the 

use of the underactuated systems. First, 

reducing the number of actuators for a robot 

manipulator will minimize energy 

consumption, and will be potentially 

attractive to the applications where energy 

efficiency is a major concern, such as for 

space robots [8]. Second, eliminating some 

actuators will allow more compact design 

leading to both overall size and total weight 

reductions. This will ultimately reduce the 

manufacturing cost and running power. Not 

only the underactuated system is useful in 

practice but also the concept is important in 

analysis of a class of systems that can be 

considered as virtual underactuated systems. 

For example, a free-flying space robot 

system [8] is useful in maintenance tasks in 

space stations and/or satellites. The concept 

of underactuated systems provides an 

approach to modeling dynamic systems with 

either free bases, or free joints. Some of these 

mechanisms can be potentially utilized in 

space and underwater applications. 

In this paper, section II describes the 

mathematical model of the passive link 

dynamics, section III presents motion 

planning and trajectory control using DFL. 

Section IV utilizes Simulink software under 

MATLAB environment to simulate 

numerical results of an example, where the 

trajectory motion of the passive link is 

controlled. Also in section IV a 3D animation 

is provided for the 3R robot using Virtual 

Reality Tool box, Real-Time Windows 

Target, Real-Time Workshop, and interfaced 

to Simulink all under the MATLAB 

environment. Finally, the conclusions are 

provided in section V.  

 

2- Modeling of an Underactuated3-Link 

Planar Robot in a horizontal plane 

A manipulator with three degrees of 

freedom in horizontal plane is considered in 

Fig. 1. The first and second joints are 

actively controlled and are used to control 

the position of the passive joint in 2D plane. 

The passive joint is a revolute joint around a 

vertical axis. 

 

 

 
 

To simplify the model, the dynamics of 

the first and second joint are neglected, 

except that the translational acceleration of 

the passive joint is assumed to be finite. The 

work space limit and singularity of the first 

and second joint are ignored too. The 

dynamics can be modeled with regard to only 

the free link as shown in Fig.2, where the 

generalized coordinates which represent the 

configuration of the manipulator are ),,( yx . 

The equations of motion with respect to the 

link is written as [9] 














)(cossin

sincos

cossin

2

2

2

mlIymlxml

mlmlymf

mlmlxmf

G

y

x







 
Where  

m  mass of link; 

G
I  moment of inertia of the link around 

G; 

l  distance OG , between the joint and 

the center of mass; 

Fig. 1. Three-DOF planar underactuated 

manipulator. 

(1) 
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),(
yx

ff translational force at the joint O; 

  torque around the joint O. 

As the joint O is passive, 𝜏𝜃 = 0. Where 

𝑙 ≠ 0 and 𝑘 ≡ 𝐼𝐺/𝑚𝑙, is equivalent to the 

distance of the mechanical property, center 

of percussion (CP) [10], [11].  Center of 

percussion play an important role in the 

dynamics of rigid pendulums. In fact, the 

motion of an oscillating pendulum of a mass 

m can be described by the equation of 

motion of a point mass all concentrated in 

the center of percussion [12]   

 

 
The constraint on the system is 

represented in the form of a 2
nd

 order 

nonholonomic differential equation as [9] 

0cossin    kyx                     (2)  

from equation (1), the translational 

acceleration ),,( yx  of the passive joint can be 

treated as inputs to the system. The state 

equations of the system is written as [9] 

y
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

       

(3) 

 

 

It should be noted that the linear 

approximation of this system is not 

controllable since no gravity is applied on the 

passive joint [9].  

 

We may write the dynamic equations in 

the Euler-Lagrange form for a mechanical 

system with n degrees of freedom and 

1 nm  control inputs, denote by nq    

the generalized coordinates and by mτ  the 

control input. The dynamics is written as [13] 

F(q)τg(q))qh(q,qB(q)  
                        (4) 

where 0B  is the nn symmetric inertia 

matrix, h is the centrifugal and Coriolis 

vector, Tq)U/(g  is the vector of potential 

terms, and F is the mn  input matrix 

assumed of full rank. 

Substituting the link parameters into 

equation (4), with g(q)=0 (zero gravity), 

equation (4) is written as   
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3-Motion Planning and Trajectory 

Control via Dynamic Feedback 

Linearization 

 

One effective technique to solve the 

motion planning and control for 2
nd

 order 

nonholonomic mechanical system is 

Dynamic Feedback Linearization (DFL). In 

this methodology, the exact state 

linearization is based on changing the 

coordinates of the states and finding a control 

law such that, in the new coordinates, the 

closed-loop system is linear and controllable 

[13],[14]. In robotics, dynamic feedback has 

been used for the exact linearization of 

manipulators with elastic joints and of 

nonholonomic wheeled mobile robots [15] 

(and the references therein).  

 

Fig. 2.Acceleration components of 

the free link. 

o 
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The trajectory motion of the 3
rd

passive 

link considered here ware controlled using 

DFL. Under an appropriate regularity 

assumption; the robot can be transformed 

into a fully linear, input-output decoupled 

system by using a second-order dynamic 

feedback compensator. As a result of 

dynamic feedback linearization, each 

coordinate of the CP is driven independently 

by an auxiliary input through a chain of 

integrators. Therefore, it is sufficient to solve 

an interpolation problem for the CP point to 

generate a feasible point-to-point trajectory 

and the associated nominal inputs. As a 

byproduct of this approach, global 

exponential tracking of the generated 

trajectory is guaranteed by adding a linear 

feedback (in the linearizing coordinates) to 

the feedforward command. To make the 

analysis independent from the nature of the 

first𝑛 − 1 joints, we preliminarily perform a 

partial linearization of equation (5) via static 

feedback. The idea is to reduce the dynamics 

of the active joints to 𝑛 − 1 chains of double 

integrators, so that they can be controlled via 

acceleration inputs. The partially linearizing 

static feedback is obtained in the form 
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putting together equations (5) and (6), the 

complete closed-loop system becomes 
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(7)  

 

 

where, 33

2

333
/)( lmlmIk  is precisely the 

distance of the CP of the last link from its 

base. If a uniform mass distribution is 

assumed, then 3/2
3

lk   (
3

l  is the length of 

the third link).  Define the Cartesian position 

of the CP of the last link as output (see Fig 

3), 
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(8)  

1
st
 and 2

nd
 differentiation of equation (8) and 

substitution of equation (7) yields 
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since the matrix multiplying the acceleration 

vector ),(
yx

aa  is singular, the invertible 

feedback transformation defined as 
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(10) 

where  and 
2

  are two auxiliary input 

variables. As a result of equation (10), 

equation (9) is written as 
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proceeding with differentiation and defining 

new auxiliary input variables as necessary, 

3
rd

 and 4
th

 derivatives become as 
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differentiating the input , by adding two 

integrators on the first channel as  
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With ),(
21

vv as the new input vector, and the 

inversion based control is expressed by 
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under the regularity assumption, the matrix 

multiplying the inputs is nonsingular or, 

equivalently, that 0 . The initialization of 

the compensator state at time t = 0, i.e., 

)),0(),0((  is arbitrary.  As a byproduct of 

the linearization, a new set of state 

coordinates can be defined consisting of the 

output function and its derivatives up to the 

3
rd

 order (i.e.
21212121

,,,,,,, yyyyyyyy   ). The 

inverse transformation from these linearizing 

coordinates are written as 
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 sincos
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The problem of trajectory planning can be 

formulated as an interpolation problem using 

smooth parametric functions )(
1

ry  and )(
2

ry , 

with a timing law )(trr  . For simplicity, one 

can directly generate trajectories )(
1

ty  and

)(
2

ty . In particular, assume that at time t = 0 

the robot starts from a generic state 

),,,,,(),(
ssssssss

yxyxqq    to reach a goal 

state ),,,,,(),(
gggggggg

yxyxqq    at time t =T. 

The appropriate boundary conditions for the 

new state variables, i.e.,
21

, yy  and their 

derivatives up to the third order are, 
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a straightforward solution to the interpolation 

problem is to generate trajectories as 

polynomials of seventh degree: 
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An expression for the coefficients 
j

a where 

j=0,…,3, is straight forward and for j=4,…,7 

may be written in matrix form as 










































1

432

5432

6543

7654

7

6

5

4

2101206024

42302012

7654

TTTT

TTTT

TTTT

TTTT

a

a

a

a

 

































sg

ssg

sssg

ssssg

yy

yTyy

y
T

yTyy

y
T

y
T

yTyy









 
2

 

62
 

2

32

                     

(22)  

the open-loop commands that realize this 

trajectory are 

1,2i      ,24120360840)(
45

2

6

3

7


iiiii
atatatatv        (23) 

Fig. 3.Cartesian position of the CP 

of the last link. 
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The selection of initial and final 

compensator states ),(
ss

  and ),(
gg

  

affects the boundary conditions, and thus the 

generated motion inside the chosen class of 

interpolating functions. In particular, the 

compensator states should be chosen so as to 

avoid the singularity 0  during the motion. 

The problem of tracking the generated 

trajectories will now be discussed. The 

feedforward commands resulting from a 

trajectory planning algorithm yield the 

desired robot reconfiguration only in nominal 

conditions, i.e., initial state matched with the 

desired reference trajectory and absence of 

disturbances during motion. Feedback 

control must be used to alleviate the effects 

of an initial state error and of different kinds 

of perturbations. The linearizing controller 

and the feedback control is shown in Fig. 10. 

 

 

 

 

 

 

 

 

 

 

 
4-Simulation and 3D Animation Results 

The robot parameters that will be 

considered is presented in table 1. Initial 

states of the passive link are assumed to be as 

90

1

5.0







start

start

start

my

mx



,        

rad/s 0

m/s 0

m/s 0







start

start

start

y

x







          

 (24) 

goal states are planned to be as  

0

1

5.0







goal

goal

goal

my

mx



,        

rad/s 0

m/s 0

m/s 0







goal

goal

goal

y

x







             

(25) 

 

The controller states are assumed to be as 
2m/s 1.0

start
                                     (26) 

2m/s 1.0
goal


 

See Fig. 4. Trajectory time is T=10 seconds. 

 

 
 

 

 
 

A series of experimental tests were carried 

out and Figs. 5 to 9 summarize the results. 

Figure 5 shows the reset-to-reset path of the 

CP of the 3
rd

 link. The figure also presents 

the path of the passive joint necessary to 

achieve this target. Figure 6 displays the 

evolution of the CP in terms of y1 and y2 and 

Fig.7 indicates the high-quality performance 

of the controller. The required torque to 

achieve this end is shown in Fig. 8. Figure 9 

displays the stroboscopic motion of the 3R 

robot. Figures 11 and 12 are snap shots of the 

animated results with their real time stamps 

[16]. The builder environment of the robot 

model that was developed for this purpose is 

shown in Fig. 13.   

Link Length 

(m) 

Mass 

(kg) 

K (CP) 

in (m) 

1 1.5 Not 

specified 

not 

required 

2 1.5 Not 

specified 

not 

required 

3 1 1 2/3* 

Fig. 4.  Start (a) and End (b) configuration for 

the 3R planar underactuated robot. 

* Uniform mass distribution is 

assumed 

Table 1.3R robot parameters. 

(a) (b) 
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5-Conclusion 

An interactive tool for analysis was 

presented and exemplified on the trajectory 

planning and control in VR environment for 

a 3-DOF underactuated robot. VR was 

chosen to create a simulation because it was 

faster, cheaper, and safer than actually 

programming the real robot in real time. 

Results of using this methodology for 

training before interaction with a physical 

robot shows that the use of the virtual 

environment for learning to control a robotic 

device provides sufficient training to allow a 

user to become more effective in 

implementing a new task in a novel situation. 

 

Fig. 5.Rest-to-rest planning for the third link. 

Fig. 9.Stroboscopic motion of the 3R robot. 

Fig. 7.Trajectory tracking error. 

Fig. 8.Torques of the active joints, 1 and 2. 

Fig. 6.Time evolution of CP. 
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Fig. 10. Linearizing dynamic controller and tracking controller acting on the robot dynamics. 
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Fig. 11. Time elapsed multishot top 

views for the 3R robot. 

 

Fig. 12. Time elapsed multishot 

perspective   views for 

the 3R robot. 
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Abstract: 

Mobile robot is a mechanical device 

capable of moving in an environment with a 

certain degree of autonomy. The main goal 

of this work is to design, and simulate an 

intelligent controller for autonomous mobile 

robot named Fuzzy like PD Controller, as 

the test bed for future development of an 

intelligent vehicle. The fuzzy algorithm was 

implemented using a combination of three 

different units of fuzzy logic system. That 

controls two identical DC servo motors to 

implement the requirements of the safety 

navigation of the mobile robot. The paper 

implies computer simulations in MATLAB 

platform with using a step input to 

demonstrate the ability of each controller to 

accommodate the sudden changes along the 

motion of the mobile robot. 

 
 

Keywords: Autonomous system, intelligent 

control, Soft Computing (SC), Fuzzy like PD 

Controller, Mobile Robot. 
 

 

1- Introduction 

Autonomous systems have the 

capability to independently perform 

complex tasks with higher degree of 

success. “Intelligent control” techniques 

offer alternatives to conventional approaches 

by borrowing ideas from intelligent 

biological systems. Such ideas can either 

come from humans who are, e.g., experts at 

manually solving the control problem, or by 

observing how a biological system operates 

and using analogous techniques in the 

solution of represented in a mathematical  

 

 

model or may heavily rely on heuristics on 

how best to control the process, [Oga 97, 

Hoo 03]. 

 

There is a wide range of industrial 

and commercial problems that require the 

analysis of uncertain and imprecise 

information. Usually, an incomplete 

understanding of the problem domain 

further complicates the problem of 

generating models used to explain past 

behaviors or predict future ones. These 

problems present a great opportunity for the 

application of soft computing (SC) 

technologies, [Kac 03]. In the industrial 

world, it is increasingly common for 

companies to provide diagnostic and 

intuitive services for expensive machinery. 

Many manufacturing companies are trying 

to shift their operations to the service field, 

where they expect to find higher margins. 

This has been accomplished by using a tool 

that measures the state of the system and 

indicates any early failures. Such a tool must 

have a high level of sophistication that 

incorporates monitoring, and decision 

making about possible preventive or 

corrective action, and monitoring of its 

execution. A second industrial challenge is 

to provide intelligent automated controllers 

for complex dynamic systems, which have 

currently been controlled by human 

operators such as mobile robot control. Due 

to the complexity of these tasks, Artificial 

Intelligence (AI), and in particular SC, is 

called upon for help, [Sat 00, Fra 03]. 

Additionally, human thinking has logical, 
 

Paper Reference: ECCCM 10/26 
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intuitive and subjective sides. The logical 

thinking side has been developed and 

utilized. This resulted in the present advance 

in the expert systems known as hard 

computing. However, it has been found that, 

hard computing could not give solutions for 

very complicated problems. In order to cope 

with this difficulty, the human mind using 

intuitive and subjective thinking is realized 

as SC, which offers machine intelligence. 

SC is extended to include computing not 

only from human thinking aspects (mind and 

brain), but also from artificial engineering 

systems [Don 00, Chr 00]. An intelligent 

machine such as mobile robot that must 

adapt to the changes of its environment must 

also be equipped with a vision system so 

that it can collect visual information and use 

this information to adapt to its environment 

[Hac 09].  

 

Fuzzy logic has been found to be 

very suitable for embedded control 

applications. Several manufacturers in the 

automotive industry are using fuzzy 

technology to improve quality and reduce 

development time; fuzzy logic enables very 

complex real time problems to be tackled 

using a simple approach. The concept of 

Fuzzy Logic (FL) presented as a way of 

processing data by allowing partial set 

membership rather than crisp set 

membership or non-membership [Pas 98, 

Hof 01]. There are many attempts to solve 

the problems related to mobile robot in both 

known and unknown environments.  

 

In 1998, a fuzzy collision avoidance 

system for a fixed obstacle was designed 

and tested by [Kru 98]; this work describes a 

fuzzy trajectory controller with over 300 

rules that is used with a specially designed 

car-driving robot. The rules were created 

based on the trajectories various drivers used 

to avoid a fixed obstacle. In 2004, Riid, 

Pahhomov and Rustern[Rii 04] have 

designed a fuzzy logic enhanced car 

navigation and collision avoidance system. 

Essentially, the control of a car in this 

system is based on the flexible use of a 

fuzzy trajectory mapping unit that enables 

smooth trajectory management independent 

of car‟s initial position or position of the 

destination. This was done with a fuzzy 

controller consisting of 28 rules and a state 

machine containing 4 states. In 2005, 

Aniket, Joseph and Benjamin [Ani 05] has 

developed an intelligent wheelchair, to be 

useful as a mobility assistant for a human 

driver, an intelligent robotic wheelchair 

must be able to distinguish between safe and 

hazardous regions in its immediate 

environment. They presented a hybrid 

method using laser rangefinders and vision 

for building local (2-Dimension) metrical 

maps that incorporate safety information 

(called local safety maps). In this research, a 

fuzzy controller which incorporates fuzzy 

logic have been designed and evaluated. 

This controller named fuzzy like PD. 

 

 

2- Mobile Robot and Control System 

Modeling 

 The proposed mobile robot in this 

paper is assumed to be using two set of 

sensors which are a camera and a laser 

sensor. The camera captures images of the 

ceiling of the environment (corridor) and 

makes calibration and correction for the 

heading of the mobile robot, and the laser 

sensor detects objects in the nearby vicinity 

providing the orientation and the distance of 

the nearest obstacles. The mobile robots has 

number of specialties, the following are two 

major characteristics of the mobile robots    

[Rol 04]: 

 
 

 Mobility 

 Real robots always have moving 

parts. With mobile robots it means robots 

that can locomotive, (i.e. move in its entirety 

in space). On the ordinary ground this 

usually means the robot has wheels, legs or 

tracks. If the robot acts in the air or 

underwater, surely other methods of 

transport are used.  
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 Autonomy 

 Another degree of freedom is 

autonomy which describes how independent 

from humans a robot can operate. At one 

end is a robot that is fully controlled by a 

human operator. At the other extreme, the 

robot is totally autonomous. To be 

autonomous, the robot needs to be able to 

adapt reasonably well to unexpected 

changes in the environment. In order to 

achieve a level of autonomy, awareness of 

the world surrounding is necessary. 

 

 

2.1 Wheeled Mobile Robot 

 The wheel has been by far the most 

popular navigation mechanism in mobile 

robotics; it can achieve very good 

efficiencies, and does so with a relatively 

simple mechanical implementation. In 

addition, balance is not usually a research 

problem in wheeled robot designs, because 

wheeled robots are almost always designed 

so that all wheels are in ground contact at all 

times. Thus, three wheels are sufficient to 

guarantee stable balance, although two 

wheeled robots can also be stable. There is a 

very large space of possible wheel 

configurations when one considers possible 

techniques for mobile robot. The wheel 

design will be discussed first as there are a 

number of different wheel types with 

specific strengths and weaknesses. There are 

four major wheel classes, they differ widely 

in their kinematics, and therefore the choice 

of wheel type has a large effect on the 

overall kinematics of the mobile robot. The 

four basic wheel types are [Rol 04]: 
 

 Standard wheel: two degrees of freedom. 

 Castor wheel: two degrees of freedom; 

rotation around an offset steering joint. 

 Swedish wheel: three degrees of 

freedom; rotation around the (motorized) 

wheel axle, around the rollers, and 

around the contact point. 

 Ball or spherical wheel: realization 

technically difficult. The choice of wheel 

types for a mobile robot is strongly 

linked to the choice of wheel 

arrangement, or wheel configuration. 

Three fundamental characteristics of a 

robot are governed by these choices: 

maneuverability, controllability, and 

stability [Mar 89].  

  

In order to specify the position of the 

robot on the plane a relationship is 

established between the global reference 

frame of the plane and the local reference 

frame of the robot, as in Figure (1). The axes 

(XI) and (YI) define an arbitrary inertial 

basis on the plane as the global reference 

frame from some origin: {XI, YI}. To 

specify the position of the robot, a point (P) 

on the robot chassis is chosen as its position 

reference point. The basis {XR, YR} defines 

two axes relative to (P) on the robot chassis 

and is thus the robot‟s local reference frame. 

The position of (P) in the global reference 

frame is specified by coordinates (x) and (y), 

and the angular difference between the 

global and local reference frames is given by 

(θ) [Rol 04].  
 

 

 

 
Figure (1): The global reference frame and 

the robot local reference frame 

 

 

 

The pose of the robot can be described as a 

vector with these three elements [Rol 04]. 

)1(
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Where: (X) is the x-axis of robot position 

while (Y) is a y-axis of robot position, and θ 
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is an angular difference between the global 

and local reference frames. To describe 

robot motion in terms of component 

motions, it will be necessary to map motion 

along the axes of the global reference frame 

to motion along the axes of the robot‟s local 

reference frame. Of course, the mapping is a 

function of the current pose of the robot. 

 

 

 

)2(

1       0          0   

0     cosθ   sinθ-

0     sinθ   cosθ  

)( 

















R  

 

 

 

This matrix can be used to map motion in 

the global reference frame {XI, YI} to motion 

in the local reference frame {XR, YR}. This 

operation is denoted by R(θ)ζI because the 

computation of this operation depends on 

the value of (θ). 

 
 

)3()(  IR R   
 

 

Where ξ′R and ξ′I are the derivatives of ξR 

and ξI, respectively in which ξR is the robot 

position in respect to the local reference 

frame and ξI is the robot position in respect 

to the global reference frame. The process of 

understanding the motions of a robot begins 

with the process of describing the 

contribution each wheel provides for 

motion. Each wheel has a role in enabling 

the whole robot to move. By the same token, 

each wheel also imposes constraints on the 

robot‟s motion. 

 

 

3-Designing the PD like Fuzzy Controller  

 As mentioned before the sole core of 

the proposed mobile robot is the DC servo 

motor in which two identical DC servo 

motor each attached to a wheel to achieve 

the movement of the robot in different 

directions, controlling the  velocities of 

these two motors could control the position 

of the mobile robot in the world coordinates. 

Intelligent controller was applied to the DC 

motor transfer function; this is the Fuzzy 

like PD controller. Fuzzy Logic Controller 

could be used as an analogy to classical PD 

(Proportional-Derivative) controller, and 

overcome the disadvantages of the PD-

Controller, to do this it is necessary to 

choose the input and output variables and 

the rules of the controller properly, the 

equation giving a conventional PD-

Controller is [Oga 97]: 

 

)4( CE(t)*Kd + E(t)*Kp = u(t)   
 

Where Kp and Kd are proportional and 

differential gain factors, E(t) is the error and 

CE(t) is the change in error. The fuzzy 

controller should do the same thing. For any 

pair of the values of the error and the change 

of the error, and it should workout to control 

signal. The rule base for "Fuzzy Logic 

Controller Like PD (FLC-PD)" a 

implements a static nonlinear input-output 

map between its inputs, error E(t) and 

change of error CE(t) and control action 

Uc(t).  

 

 

Assuming that there are seven 

membership functions on each input of the 

universe of discourse (NB stands for 

negative big, NM stands for negative 

medium, NS for negative small, Z for Zero, 

PS for positive small, PM for positive 

medium and PB stands for positive big).  

 

 

Usually fuzzy sets are specified as a 

function with parameters that have to be 

adapted according to the problem. A widely 

used function is the so called triangular 

membership functions. From the number of 

the membership functions on the universe of 

discourse that there are forty nine possible 

rules that can be put in the rule-base [Leo 

97, Pas 98]. The complete set of rules is 

given in table (1). 
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4 – Simulations Results 

 Through many various examinations 

of FLC-PD, it was noticed that it is 

produced good response, but the main 

drawback for all kind of fuzzy control is that 

they have a high sensitivity to the variations 

in the parameters of the input and output 

gains and control action gain (Ge, Gce and 

Gu), figure (2) represents the FLC-PD 

applied to a DC servo motor.  

 

 

 

 

 

 

 

 

 

Three different ranges on Universe of 

Discourse (UoD) were used in the 

simulation in the MATLAB [Mat 01] as 

follows: 

- UoD1: the inputs and output ranges 

between (-1, 1). 

- UoD2: the inputs range between (-5, 5), 

while the outputs range (-10, 10). 

- UoD3: the inputs and output ranges 

between (-10, 10). 
 

The system were tested with wide range of 

scaling gains, with varying the range of 

universe of discourse for the inputs and 

output, figure (3) shows the simulation 

results of applying FLC-PD of a UoD1 with 

different gains. Figure (4) illustrates the 

simulation results of applying FLC-PD of a 

UoD2 with different gains, while figure (5) 

shown the simulation results of applying 

FLC-PD of a UoD3. Table (2) lists the 

experimental results of the simulation of the 

FLC-PD control system of all these 

conditions.  

 
Figure (3): Motor step response controlled by FLC-PD with UoD1 

 

 
Figure (4): Motor step response controlled by FLC-PD with UoD2 

 

 
Figure (5): Motor step response controlled by FLC-PD 

with UoD3 

Table (1): The complete set rules of FLC-PD 

 
Control Action 

(Uc) 
 

Error (E) 

NB NM NS Z PS PM PB 

 
 

Change 
of 

Error 
(CE) 

NB NB NB NM NM NS NS Z 

NM NB NB NM NS NS Z PS 

NS NB NM NS NS Z PS PM 

Z NB NM NS Z PS PM PB 

PS NM NS Z PS PS PM PB 

PM NS Z PS PM PM PM PB 

PB Z PS PS PM PB PB PB 

 

Figure (2): The fuzzy control system 
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5- Conclusions 

 The theoretical study, simulation, and the 

experimental implementation based on FLC-

PD controller had been presented. Several 

conclusions are presented as follows:  
 

 FLC-PD provides good response to a 

step input controlling the DC servo motor in 

which is the sole of the mobile robot. 
 

 From the simulation results obtained, 

it is noticeable that the desired output for a 

step response when using UoD3 and scaling 

parameters of (Ge=100, Gce=1 and 

Gu=100).  
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 Table (2): The results of applying  FLC-PD 

Parameters Peak Response 
Rise Time 

(sec) 
Steady State 

UoD1 

Ge Gce Gu 
Voltage 
(Volt) 

Time 
(sec) 

Time 
(sec) 

Voltage 
(Volt) 

Time 
(sec) 

1 1 1 0.91 9.6 3.53 0.91 10 

10 1 10 0 0 0 0 0 

10 1 100 0 0 0 0 0 

0.1 0.1 10 0.92 7 3.2898 0.92 7.15 

0.1 0.1 50 0.98 8 3.273 0.982 8.42 

UoD2 

1 1 1 0.1868 4.95 2.5 0.186 5.2 

10 1 10 0.958 1.95 1.283 0.958 4.03 

10 1 100 0.995 1.88 1.23 0.996 2.4 

50 1 100 1 2 1.04 0.999 2.3 

20 1 100 1 1.674 1.11 1 1.8 

UoD3 

1 1 10 0.103 4.19 2.4 0.103 4.06 

10 1 10 0.92 2.52 1.312 0.92 3.3 

10 1 100 0.99 1.69 1.23 0.99 1.72 

50 1 100 0.999 1.19 1.04 0.998 1.22 

100 1 100 1.05 1.032 1.02 1 1.08 
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TEXTURE IDENTIFICATION BY USING NEURO-WAVELET 

TECHNIQUE 

 
             Dr. Waleed A. Mahmoud        Dr. Asmaa Q. Shareif         Qaswaa K. Abood 

 

 

 

 

 
Abstract: 

Artificial neural networks (ANNs) are 

massively parallel distributed processing 

systems that improve their performance 

through dynamic learning. The main feature 

of ANN, that is weight adaptation, is used 

effectively to identify the texture, here 

wavelet transform  was used  as a first step to 

identify the texture from the spatial domain 

(i.e. image), then it was implemented under 

the transform domain (i.e. frequency), the 

resultant was used to find the energy, which 

became the actual inputs to the multi-layered 

feed forward ANN. The desired output 

represents the original texture under the 

identification process.  

 

Keywords: wavelet transform, texture 

identification, artificial neural network, 

energy calculation. 

 

1. Introduction 

 

Neuro-Wavelet(NW) have recently attracted 

great interest, because of their advantages 

over multi-layer feed forward neural network 

as they are identification networks, and 

achieve fast convergence, also are capable of 

dealing with learning process by the training 

procedure. In addition, NW are generalized 

multilayer feed forward neural networks. 

(MLFN). However, the generalization 

performance of NW trained by back 

propagation (BP) generalized algorithm. 

   Texture provide important characteristics 

for surface and object identification from 

aerial or satellite photographs, biomedical  

 

 

 

 

images and many other types of images. 

Texture analysis is fundamental to many 

applications such as automated visual 

inspection, biomedical image processing. 

      In this paper, we propose a robust Neuro-

Wavelet based on the theory of robust 

feedback for dealing with target in the 

framework of multilayer neural networks. 

The number of training data involved during 

training was adaptively adjusted. Simulation 

results are demonstrated to validate the 

generalization ability and efficiency of the 

proposed network. 

   The characteristic features of energy to the 

texture signals have been used as inputs to 

the artificial neural network (ANN) named as 

multiplayer feed forward that consists of one 

input, one hidden and one-output layers. The 

ANN is trained using back propagation 

algorithm. In this technique, the ANN is used 

for texture identification: so combining the 

wavelet transform (WT) and MLFN for 

texture identification that is applied in three 

phases: 

First: To compute the discrete transform of 3-

Dim. Daubechies wavelet (Db4) [1], then to 

calculate the energy for the chosen texture 

[2], and finally to apply the calculated energy 

into the MLFN with Bp algorithm [3]. 

   The task of training NW involves 

estimating parameters in the network by 

minimizing some cost function (in our case 

the calculated energy for the WT), a measure 

reflecting the approximation quality 

performed by the network over the parameter 

space in the network. The generalized delta 

rule is the most popularly used in estimating 

the weights which provides optimal results. 
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The advantage of the used method is 

demonstrated by computer simulations.  

This paper is organized as follows: 

Section 2 presents the Wavelet transform that 

is used in this study. Section 3 illustrates the 

computation of the energy; Section 4 

demonstrates the reason why a robust NW is 

needed; Section 5 demonstrates the 

simulation results. Section 6 is the 

conclusion; the paper ends with references. 

 

The following will present a literature 

survey; in [4] they propose a robust wavelet 

neural network based on the theory of robust 

regression for dealing with outliers in the 

framework of function approximation. By 

adaptively adjusting the number of training 

data involved during training, the efficiency 

loss in the presence of Gaussian noise is 

accommodated.  

   In [5] a novel technique is presented for 

restoring a blurred noisy image without 

any prior knowledge of the blurring function 

and the statistics of noise. The technique 

combines wavelet transform with radial basis 

function (RBF) neural network to restore the 

given image which is degraded by Gaussian 

blur and additive noise. and the wavelet 

transform is adopted to decompose the 

degraded image into high frequency parts 

and low frequency part. Then the RBF neural 

network based technique is used to restore 

the underlying image from the given image. 

The inverse principal element method 

(IPEM) is applied to speed up the 

computation. 

   In [6] an algorithm for texture feature 

extraction was described that uses wavelet 

decomposed coefficients of an image and its 

complement. Four different approaches to 

color texture analysis are tested on the 

classification of images from the VisTex 

database.  

   In [7] a research on a prototype software 

system that automatically classifies an image 

as having hidden information or not was 

considered, it uses a sophisticated artificial 

neural network (ANN) system that is trained 

on a selection of image features that 

distinguish between stego and nonstego 

images. The novelty of this ANN is that it is 

a blind classifier that gives more accurate 

results than previous systems. It can detect 

messages hidden using a variety of different 

types of embedding algorithms. 

   In [8] researchers introduced an approach 

to protect the ownership by hiding the iris 

data into a digital image for authentication 

purposes. The idea is to secretly embed an 

iris code data into the content of the image, 

which identifies the owner. Algorithms based 

on biologically inspired Spiking Neural 

Networks, called Pulse Coupled Neural 

Network (PCNN) are first applied to increase 

the contrast of the human iris image and 

adjust the intensity with the median filter. It 

is followed by the PCNN segmentation 

algorithm to determine the boundaries of the 

human iris image by locating the pupillary 

boundary and limbus boundary of the human 

iris for further processing. A texture 

segmentation algorithm for isolating the iris 

from the human eye in a more accurate and 

efficient manner is presented. 

 

2. Wavelet Transform 

 

Wavelets mean small waves that segments 

data into different frequency components and 

transfer each component with different 

resolution that is matched to its scale. The 

main idea of wavelet analysis is to see both 

coarse and detail data without heavy 

computational penalty. The goal of most 

modern wavelet researches is to create a set 

of basis functions and transform them in 

order to give information. The fundamental 

idea behind wavelets is to analyze the signal 

at different scales or resolutions, which is 

called multi-resolution.  

   Wavelets are a class of functions used to 

localize a given signal in both space and 

scaling domains. A family of wavelets can be 

constructed from a mother wavelet. 

Compared to Windowed Fourier analysis, a 

mother wavelet is stretched or compressed to 
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change the size of the window. In this way, 

big wavelets give an approximate image of 

the signal, while smaller and smaller 

wavelets zoom in on details. Therefore, 

wavelets automatically adapt to both the 

high-frequency and the low-frequency 

components of a signal by different sizes of 

windows. Any small change in the wavelet 

representation produces a correspondingly 

small change in the original signal, which 

means local mistakes will not influence the 

entire transform. The wavelet transform is 

suited for un-stationary signals, such as very 

brief signals and signals with interesting 

components at different scales [9].  

   We use the Daubechies filter in this paper 

because of its excellent performance. The 

wavelet coefficients are often organized as a 

spatial-orientation tree, as shown in Fig.(1) 

that demonstrates an example for the tested 

image "woman". The coefficients from the 

highest to the lowest levels of wavelet 

subbands depict a coarse-to-fine variation in 

scales (resolutions). We have thus 

determined to construct by its accumulated 

significance. Let Hi, Vi, and Di denote the 

wavelet coefficients of horizontal, vertical, 

and diagonal subbands at level i respectively. 

(A larger value of i indicates a coarser 

resolution.) The map is organized into the 

smallest-scale detail subbandsH1, V1, and D1 

(excluding the approximation subband), and 

the value of its entry is obtained by adding 

the magnitude of the corresponding wavelet 

coefficient. 

 

 
 

Fig.(1) (a) Wavelet transform (b) spatial-

orientation trees [9].  

 

   The wavelet transform (WT) decomposes a 

signal f (t) by performing inner products with 

a collection of analysis function ψ(a, b), 

which are scaled and translated  version of 

the wavelet ψ. It refers to the degree of 

similarity between the basis functions 

(wavelet) and the original signal at the 

current scale. The amplitude of the WT 

therefore tends to be maximum at those 

scales and locations where the signal most 

resembles the analysis template. 

When the scale (a) varies, the filter ψ is only 

reduced or dilated, while keeping the same 

pattern. The reconstruction is only possible if 

Cψ is defined by admissibility condition, 

which restricts the class of functions that can 

be wavelet [8]. 

 

 

3. Energy Computation 

 

The calculation of energy for the texture will 

be performed as shown in the following 

formulas [2] 

 

E=10log 2)( eP                                       (1) 

 

P =1/8*8 
k

2)(kPe
                          (2) 

 

This is done by calculating the energy that 

belongs to the texture. The energy of the 

texture will be represented as a column. This 

column will be the input data to the designed 

ANN, which represents the second phase of 

the work.  

 

 

4. Neuro-Wavelet Technique 

 

   The neural network with back-propagation 

feed forward has been used; the feeded back 

is for updating the weights of the connection 

between the layer and the layer before it and 

so on. The weight update uses the 
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generalized delta rule (GDR) learning 

algorithm for training the net; this is based on 

comparing the output of the MLFN with the 

target value and updated the weights between 

the output layer and the hidden layer before 

the output layer. In addition, the output of the 

hidden layer is compared with that of input 

layer and the error- correction term is 

calculated which is used to update the 

weights [3].  

   Wavelets occur in family of functions and 

each is defined by dilation ai which control 

the scaling parameter and translation ti which 

controls the position of a single function, 

named the mother wavelet . Mapping 

functions to a time-frequency phase space, 

NW can reflect the time-frequency properties 

of function more accurately than the MLP. 

Given an n-element training set, the overall 

response of a NW is: 

 

(3) 

Where Np is the number of wavelet nodes in 

the hidden layer and wi is the synaptic weight 

of NW. A NW can be regarded as a function 

approximate which estimates an unknown 

functional mapping: 

 

                                          (4) 

 

Here f is the regression function and the error 

term is a zero-mean random variable of 

disturbance [4]. 

 

5. Simulation Results 

 

   The data we used for training and testing 

the NW was provided from [9]. The image 

data was originally formatted in Matlab 

function, which was grayscale image, the 

image scenes in these images include natural 

scenes, digitized photographs, maps, 

computer graphics images. We excluded one 

image due to its overly large size. We used 

Matlab for coding the feature values and to 

run the identification algorithms as is 

represented in Fig. (3). 

   The BP training approach provides an 

asymptotically optimal solution with 

minimum variance, which assumes that the 

error distribution is identically independent. 

Fig.(4) gives a comparison for the test data 

set.   

 

 
 

Fig. (3) Simulation results for texture 

identification 

A) original texture, b) after wavelet, c) after 

NW  
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Fig.(4) Comparison of the model output, 
dynamic system output and identification 
error for test data set. 

 
6. Conclusion 
 
   In this paper, a Neuro-wavelet network was 
proposed. The working process of the 
proposed network can be viewed as to 
decompose the wavelet, nonlinear system 
represented by the artificial neural network 
into an active network, then the energy of the 
wavelet to be entered as inputs to the 
artificial neural network. One advantage of 
the proposed method is that it needs the 
calculation of the wavelet's energy for a 
given problem to be entered into neural 
networks. A training algorithm, generalized 
delta rule, was also introduced for training 
the neural network. Simulation results for 
identified image approximation and the 
original image shows the effectiveness of the 
proposed technique. 
The proposed technique for texture 
identification based image processing by 
using the wavelet transform together with the 
feed forward neural network. This paper 
presents an efficient learning algorithm based 
on the back propagation. 
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PERFORMANCE COMPARISON OF TWO NEURAL NETWORK 

IDENTIFIERS FOR SPACE VECTOR MODULATION  

 
 

 

 

 

Abstract 

The space-vector PWM (SVM) method is an 

advanced computation-intensive PWM 

method and is possibly the best among all 

the PWM techniques for variable-frequency 

drive application because of its superior 

performance characteristics. Use of Artificial 

Neural Network (ANN)-based technique 

avoids the direct computation of 

trigonometric function used in conventional 

SVM implementation. In this work, the 

implementation of SVM based on ANN for a 

voltage-sourced inverter has been studied. 

Two neural scheme structures have been 

suggested to identify and approximate the 

conventional SVM; backpropagation and 

radial basis structures. Then, the trained 

structures are utilized to drive three phase 

induction motor. Performance comparisons 

have been made between these two 

structures under different modulator 

parameters and conditions. The results have 

been simulated using MATLAB package (R 

2010a).  

 

Keywords: Induction machine, space vector 

modulation, neural network 

1. Introduction 

High power electronic devices are being 

used increasingly to control and facilitate 

flow of electric power, while meeting 

stringent operating conditions of today's 

heavily-loaded networks. These devices are 

able to enhance the voltage profile of the 

power system, control the flow of real and 

reactive power, and improve the dynamic 

performance and stability of the system. One 

of such devices is voltage-sourced converter 

(VSC) that acts as a controlled voltage 

source, converting a DC voltage to an ac 

voltage with desired frequency, phase and 

magnitude [1,2].  

Two aspects of operation of a VSC are of 

primary importance: (i) the operation under 

PWM typically results in large switching 

losses, and (ii) the resulting output wave form 

contains harmonics, largest of which occur 

around the switching frequency. Using a high 

switching frequency improves the harmonic 

spectrum by drifting the harmonics towards 

higher orders, which would have less adverse 

impact on the network. However, it also 

increases the switching losses [3]. 

Pulse width modulation (PWM) has been 

studied extensively during the past decades. 

Many different PWM methods have been 

developed to achieve the following aims: 

wide linear modulation range; less switching 

loss; less total harmonic distortion (THD) in 

the spectrum of switching waveform; and 

easy implementation and less computation 

time [4]. 

      The space-vector PWM (SVM) method is 

an advanced, computation-intensive PWM 

method and is possibly the best among all the 

PWM techniques for variable-frequency 

drive application. Because of its superior 

performance characteristics, it has been 
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finding widespread application in recent 

years [5].  

The main disadvantages with conventional 

implementation are the use of a look-up table 

and the need to interpolation of non-linear 

functions. The use of any look-up table 

implies the need for additional memory; 

while interpolation of non-linear functions 

lead to poor accuracy and thus to increased 

harmonics in the PWM waveforms. 

Moreover, the interpolation demands 

additional computing time that limits the 

maximum inverter switching frequency [6]. 

A neural network has the advantage of very 

fast implementation of an SVM algorithm, 

particularly when a dedicated application-

specific IC chip is used instead of a digital 

signal processor (DSP).A neural network 

based implementation of space vector 

modulation of a voltage-sourced inverter has 

been proposed in this paper. Use of ANN 

based technique avoids the direct 

computation of trigonometric function (e. g. 

sine function) as in conventional space 

vector modulation implementation. The 

proposed scheme is simple and straight 

forward and avoids the direct computation of 

non-linear functions. This scheme is 

evaluated under simulation for a variety of 

operating conditions of the drive system and 

comparison is made with the conventional 

method of implementation [6,7].  

Figure (1) shows the block diagram of 

induction motor driven by ANN-based 

space-vector PWM. At identification mode, 

the switches (a, b and c) are closed and the 

switches (a  , b and c ) are open. The 

induction motor is driven by the 

conventional SV modulator. The neural 

network receives the voltage )( refV  and )(

signal at the input of actual modulator and 

the timing sequences ( aT , bT and cT ) 

generated at the output of actual space vector 

modulator. Based on this information, the 

N.N identifier would try to identify the actual 

space vector modulator and generate an 

approximate command signals ( aT , bT and 

cT ). 

If the induction motor is to be driven by 

N.N.-based space-vector modulator, the 

switches (a, b and c) are opened and at the 

same time the switches ( a  , b and c ) are 

closed. This would disconnect the actual SV 

modulator and replace the N.N-based SV 

modulator for driving the induction machine. 

 

Space Vector

 Modulator

anv

bnv

cnv
Inverter

aT

bT

cT

dcV

refV



zT

Neural Identifier

aT bT cT 

Induction 

machine

dcV
a c

a

b

c

 

Figure (1) connection of neural identifier with actual 

space vector modulator 

2. Analysis of Space Vector Modulator 

      In conventional sinusoidal PWM, for 

instant, is an analog domain method, duration 

of each pulse is found through comparison of 

a sinusoidal reference waveform and a 

triangular carrier waveform. A digital domain 

variation of PWM, space vector modulation 

(SVM), on the other hand, directly computes 

the duration of voltage pulses using the 

amplitude and angular location of the 

reference vector [3]. 

      Space vector employs the concept of 

converter states to generate firing pulse. The 

states are determined by the status of 

switches of three legs of the converter. In a 

three-phase, two level VSC, the output 

voltage of a leg can be either +𝑉𝑑𝑐/2or−𝑉𝑑𝑐/

2and as such the VSC can be placed ineight 

states depending on the ON/OFF status of its 

six switches(switches on the same leg have 

complementary states). Figure (2) shows a 
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three phase bridge inverter induction motor 

drive and the eight switch states iS where 

𝑖 = 0,1, … 7are shown in Fig.3. There are 

eight voltage vectors𝑉0 ……𝑉7corresponding 

to the switch states𝑆0 ……𝑆7respectively. 

The lengths of vectors𝑉1 ……𝑉6are unity and 

the length of 𝑉0and 𝑉7are zero.  

M

Vdc/2

Vdc/2

A

B

C

a cb

a b c
Induction 

Motor

O

 

Figure (2) Three phase voltage source inverter 
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Figure (3) Eight switching states of voltage source 

inverter 

The voltages corresponding to each state can 

be transformed to aspace vector using Eq.(1). 

 3232

3

2  j
c

j
ba evevvV  (1) 

Figure (4) shows the space vectors and 

composition of a reference vector. The 

voltages are synthesized by placing the 

converter in respective states for designated 

time shares within each sampling period. Six 

of these space vectors, denoted by 1V  to 6V  

in Fig. 4, point to the vertices of a hexagon; 

two of the states translate to space vectors 

with zero length and are denoted by zero 

vectors oV  and 7V located at the origin. 

Similarly, any set of balanced reference phase 

voltages va, vb, and vc can be represented as 

a corresponding reference space vector V in 

two dimensions using Eq.(1). Any reference 

vector that lies entirely within the hexagon 

can be decomposed to space vectors oV and 

7V , as depicted in Fig.(4), for a refV  in the 

first sector of the hexagon. This is achieved 

by constructing voltages that average to the 

reference vector, which is sampled at a rate 

determined by a given sampling frequency zF

(1/ zT ). 

S1(0,0,1)

S2(0,1,1)S3(0,1,0)

S4(1,1,0)

S5(1,0,0) S6(1,0,1)

S7(1,1,1)

S0(0,0,0)

V0
V7

V2V3

V4

V1

V5 V6

Vref

sector1

sector2

sector3

sector4

sector5

sector6



Figure(4) Voltage space vector 

The time shares are proportional to the length 

of the projected vectors. The rest of the 

sampling period is filled with zero space 
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vectors oV and 7V . Time shares are 

calculated as [3,5]: 










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
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nn
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VT
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dc
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(3) 

)( 21 TTTT zo                                         (4) 

Where n=1 through 6 (that is sector 1 to 6) 

and 3/0   , while 1T , 2T  and oT are the 

time shares of respective voltage vectors, zT

is the sampling period, and is the angle 

between the reference vector and the space 

vector. The reference voltage refV  in Eq.(2) 

and (3) is defined in terms of modulation 

index m as dcref VmV )3/2( . 

      It is worth to note that the SVM strategy 

only determines the time shares of space 

vectors and does not identify the order in 

which they are applied. Moreover, the 

individual time shares of oT  and 7T  are not 

specified. Fig.5 shows the switching patterns 

at sector 1. 

2oT 1T 1T2T 2T

zTzT

1S

3S

5S

2S

4S

6S

2oT 2oT 2oT

upper

Lower

 
Figure (5)shows space vector PWM switching 

patterns at sector1 

3. Neural network  identification structure  

The main advantage of ANN implementation 

as a SVM is its high speed when 

implemented on the IC's chip.  

     The back propagation neural network 

structure for the model system is shown in 

the Fig.(6). It consists from three layers; the 

input layer, the hidden layer and the output 

layer. The input layer consists of two inputs (

refVx 1 ) and ( 2x ) , hidden layers of  N-

nodes and the output layer of three outputs 

aTy 1( ), )( 2 bTy   and )( 3 cTy  . The 

sigmoid activation functions are assigned 

equally to both hidden and output layer 

neurons.  Equation (5) shows the relationship 

between the hidden layer responses. Also, Eq. 

(6) shows the output layer equations  

i

i

ijj xwnet 



2

1

 , )(
1





N

i

jj netfO             (5) 

j

i

jkk Ownet 



3

1

,  )(
3

1





i

knetfy           (6) 

where 

3,,1i     (Number of input), 

Nj ,,1  (Number of node in the hidden 

layer), 

3,,1k    (Number of output), 

ix = input value,  jO =output hidden layer,   

 , and  ky = output value.  
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Figure (6) Modified back propagation layer based 

implement of the space vector modulation technique 

for VSI 

A radial basis network is a feed-forward 

neural network using the radial basis 

activation function. RBFs can be used for 

discrete pattern classification, function 

approximation, signal processing, control, or 

any other application which requires a 

mapping from an input to an output [8,9].  
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The Radial-basis network can be regarded as 

a feed-forward neural network and it consists 

of three layers. The input layer accepts input 

signals hidden layer is used for radial-basis 

activation function and the output layer for 

linear activation function.  

      Fig.7 shows the RBF structure used in 

the present work. An RBF consists of the 2-

dimensional input x ( refVx 1 and 2x ) 

being passed directly to a hidden layer. 

Suppose there are c neurons in the hidden 

layer. Each of the c neurons in the hidden 

layer applies an activation function of the 

Gaussian form, 













 


2

2

)(

)(
exp)(

i

i
i

x
xR




(7) 

where i and i are the mean and spread of 

the ith activation function. The output of 

each hidden neuron is then weighted   and 

passed to the output layer. The outputs of the 

network consist of sums of the weighted 

hidden layer neurons. The three output of 

RBF are the inverter time durations aT   , bT  , 

and cT  .  
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Figure (7) Structure of Radial Basis Function 

 

The performance of an RBF network 

depends on the number and location (in the 

input space) of the centers, the shape of the 

RBF functions at the hidden units, and the 

method used for determining the network 

weights [10].  

Training a neural network is, in general, a 

challenging nonlinear optimization problem. 

Various derivative-based methods have been 

used to train neural networks, including 

gradient descent, conjugate gradients, quasi-

Newton, Levenberg and Marquardt method, 

Kalman filtering, and the well-known back 

propagation. Derivative-free methods, 

including genetic algorithms, learning 

automata and simulated annealing have also 

been used to train neural networks [10, 11].  

In the present work, the Levenberg and 

Marquardt optimization method has been 

used, which specifically adapted the 

minimization of an error function that arises 

from a squared error criterion of the form 

)(
2

1 222
cbaE                            (8) 

A neural network can be trained in two 

different modes: online and batch modes. The 

batch mode is used here and the data used for 

training the both ANN structures have been 

collected from the simulation of conventional 

SV modulator.  

 

4. Induction Machine Model 

    Generalized Machine theory provides the 

induction motor model in the form of twin 

axis equations in the stator reference frame 

[12]: 
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qd vv , :d-axis and q-axis stator voltages in stat- 

ionary frame respectively. 

qd ii ,  : d-axis and q-axis stator currents in stat- 

ionary frame respectively 
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qd  , : d-axis and q-axis stator currents in stat- 

ionary frame respectively 

rs RR , :stator and rotor resistances 

rs LL , :stator and rotor self-inductances 

mL :mutual inductance of stator and rotor 

rw :electrical rotor angular velocity 

 

5.Simulink Implementation  

Figure (8) shows the Simulink model of 

sector generator. The subsystem receives 

three input values refV ,  dcV  and zT  to 

produce dczref VTV /3 , which is later 

necessary to generate the switching times. 

Also, this block is responsible for 

determining the sector number at which the 

reference vector lies.  First, the clock block 

generates time as set by the simulation 

parameters. The mod function is used to 

generate a triangular wave of height and 

width 2 , as shown in Fig.(9).  

 
Figure (8) Inside subsystem of sector 

generator 

 

 
Figure (9) The output of mod-function 

The other Matlab function receive the output 

of mod function and uses the built-in fix 

function to generate the sector at each 3 , 

as illustrated by Fig.(10).  

 

 

 

 

 

 

 

 

 

 

 

 

Figure (10) Sector generation 

Figure (11) shows the blocks responsible for 

generating the time intervals 1T , 2T , aT , bT  

and cT .Functions, assigned 1T  and 2T  in 

Fig.(11), calculate time intervals 1T  and 1T  

based on Eq.s (2) and (3).These can be 

written in Matlab code as follows: 

T1 =u[1]*(sin(u[3]*pi/3)*cos(u[2])-

cos(u[3]*pi/3)*sin(u[2])) 

T2=u[1]*(cos((u[3]-1)*(pi/3))*sin(u[2])-                                                 

sin((u[3]-1)*(pi/3))*cos(u[2])) 

Based on Fig.(5), the time intervals ( aT , bT  

and cT ) required to control each leg of 

inverter can also be coded in Matlab as; 

aT =(u[4]==1)*(u[1]+u[2]+u[3])+(u[4]==2)*… 

(u[1]+u[2]+u[3]) + (u[4]==3)*(u[1]+u[3])…       

+(u[4]==4)*(u[1])+ (u[4]==5)*(u[1])+ …       

(u[4]==6)*(u[1]+u[2]) 

bT = (u[4]==1)*(u[1])+(u[4]==2)*(u[1]+u[2]) 

+(u[4]==3)*(u[1]+u[2]+u[3])+….. 

+(u[4]==4)*(u[1]+u[2]+u[3])+(u[4]==5)*(u[1]+u

[3])+ (u[4]==6)*(u[1]) 
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cT =(u[4]==1)*(u[1]+u[3])+(u[4]==2)*(u[1]) + 

(u[4]==3)*(u[1]) + (u[4]==4)*(u[1]+u[2])+ 

(u[4]==5)*(u[1]+u[2]+u[3])+ 

(u[4]==6)*(u[1]+u[2]+u[3]) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure (11) Inside switching time generator 

block 

In Fig.(12), the values of  time intervals 

output from “Switching Time Generator” 

block are compared with a triangular signal 

generated from a block contains a built-in 

“rem-function”. The output of this block is 

shown in Fig.(13).  

 

 

 

 

 

 

 

 

 

 

 

 

Figure (12) Simulink modeling of inverter  

 

The inverter is represented by three ideal 

switches. The line voltages are obtained by 

comparing the outputs of switches, which are 

DC levels of height dcV.50 . 

 

 

 

 

 

 

 

 

 

 

 

Figure (13) The output of rem-function 

The three phase line voltages ( anv , bnv  and 

cnv ) are converted to quadrature voltages qv  

and dv  via abc2dq block shown in Fig.(14).  

 

 

 

 

 

 

Figure (14) abc2dq block 

The quadrature voltages ( qv and dv ) are used 

to actuate the three phase induction machine. 

Figure (15) shows the complete Simulink 

portrait of the SV-actuated induction 

machine. The figure also shows the 

interconnection of N.N-based modulator with 

the conventional SV block. The switches at 

the input of the inverter will connect the 

actual SV modulator to induction motor at 

training mode and then divert the actuating 
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action to neural-based modulator when the 

learning process has been accomplished. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure (15) Simulink model of Neural Network-based Space Vector Modulation 

 

 

6. Simulated Results: 

A simulated MATLAB-based space vector 

modulator is used to generate the data 

required to train the network using back 

propagation and radial basis algorithms. In 

the training mode stage, the N.N modulator 

is fed by the same excitation input to the 

actual SVM scheme ( refV ,  ) and with the 

same timing sequence generated from actual 

space vector modulator (Ta, Tb and Tc).  

These algorithms has been built utilized the 

MATLAB N.N Toolbox. The performance 

space vector modulator-based induction 

machine has evaluated based on harmonics 

level and the capabilities of both modulators 

to work properly under variations of 

converter dc voltage. The system parameters 

are list in Table (1). 

 

 

. 

Table (1): Definition of system parameters and 

their values 

Parameters Definition Value 

rP  Power rated 746Kw 

nV  Voltage rated 380V 

nN  RPM and pole 1500rpm,  

sR  Stator resistance 3.35  

rR  Rotor resistance 1.99  

sL  Stator inductance 6.94mH 

rL  Rotor inductance 6.94mH 

mL  Mutual inductance 163.73mH 

f Frequency 50Hz 

zF  
Switching 

frequency 
3KHz 

m Modulation index 0.6 

P  Numberof  pole 4 

 

      Figure (16) and (17) show the speed 

response and switching time due to actual and 

learned SVMs. It is worthy to mention that 
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for these simulations the value of DC voltage 

has been set to 𝑉𝑑𝑐=400 V (i.e., 𝑉𝑟𝑒𝑓  would 

equal to 160 V.). It is clear from Fig. (16) 

that how well the speed response based on 

BP learning tracks the actual speed, while 

there is a small deviation in case of 

application of RB-based SVM, especially is 

the machine startup. This argument can be 

clearly seen using the switching time plot 

(Fig.(17)). The switching time based on the 

BP learning is approximately coincident with 

those of actual switching times, while that 

with RB learning is much deviated from the 

actual one.  

To account for variation of voltage source 

due to load changes, the actual SVM has 

been fed with a random noise of 160 V mean 

and variance 42.42 V as depicted in Fig.(18). 

Then, the two neural schemes are allowed to 

be learned under such noisy input.  

    The noise-learned identifiers are allowed 

to excite the induction machine with 

different values of source voltages (𝑉𝑑𝑐=400, 

375, 350 and 325 V). Based on Eq.(2), the 

reference voltage will be (160, 150, 140, 130 

V),  respectively.  

     It is evident from Fig.(19) and (20) that 

both schemes could successfully drive the 

induction machine under 𝑉𝑑𝑐=375 

(𝑉𝑟𝑒𝑓 =150). However, a little degradation in 

both speed responses of neural-driven motor. 

But, the RB-based scheme shows speed 

characteristics closer to actual system than 

its counterpart.   

     At a further decrease in source voltage 

(𝑉𝑑𝑐=350 or 𝑉𝑟𝑒𝑓 =140), the BP-based 

identifier would lack the ability to drive 

motor. Meanwhile, the other identifier still 

gives a good switching time and speed 

response characteristics (see Fig. (21) and 

Fig. (22)). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure (16) motor speed for three types of SVM 

 

 

 

 

 

 

 

 

 

Figure (17)Switching time 𝑇𝑎  for three types of SVM 

at 𝑉𝑟𝑒𝑓 = 160. 

      If the source voltage is decreased to a 

level of 𝑉𝑑𝑐=325 (𝑉𝑟𝑒𝑓 =130), one can see 

from Fig.(23) and Fig.(24) that the RB-

identifier cannot drive the system at all. In 

other words,   the neural-learned modulator 

cannot supply the motor with sufficient 

actuating voltage to rise up its speed. 

 

 

0 0.5 1 1.5
0

100

200

300

400

time(sec)

ra
d

/s
e

c

Motor speed [Vref=160]

 

 

SVM

BP SVM

RB SVM

0.49 0.5 0.51 0.52 0.53 0.54 0.55

310

320

330

340

350

360

time(sec)

Motor speed [Vref=160]

 

 

SVM

BP SVM

RB SVM

1 2 3 4 5 6 7 8

0.5

1

1.5

2

2.5

x 10
-4

theta(rad)

T
im

e
(s

e
c

)

Switching time Ta [Vref=160]

 

 

SVM

BP SVM

RB SVM



ECCCM 2011, January 30 – 31, 2011                                                        University of Technology   
Control and Systems Engineering Department                                                Baghdad-Iraq            

143 
 

1 2 3 4 5 6 7 8

0.5

1

1.5

2

2.5

3

3.5

4

x 10
-4

Theta(rad)

T
im

e
(s

e
c

)

Switching time Ta [Vref=140]

 

 

SVM

BP SVM

RB SVM

1 2 3 4 5 6 7 8

1

1.5

2

2.5

x 10
-4

Theta(rad)

T
im

e
(s

e
c

)

Switching time Ta [Vref=130]

 

 

SVM

RB SVM

 

 

 

 

 

 

 

 

 

 

 
Figure (18) Learning of neural schemes under 

random noise input 

 

 

 

 

 

 

 

 

 

 

 

Figure (19) motor speed for three types of SVM at 

𝑉𝑟𝑒𝑓 = 15 

 

 

 

 

 

 

 

 

 

Figure (20) Switching time 𝑇𝑎  for three types of 

SVM at 𝑉𝑟𝑒𝑓 = 150. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure (22) Switching time 𝑇𝑎  for three types of SVM 

at 𝑉𝑟𝑒𝑓 = 140. 

 

 

 

 

 

 

 
 

 

Figure (23) motor speed for three types of SVM at 

𝑉𝑟𝑒𝑓 = 130 

 

 

 

 

 

 

 

Figure (24) Switching time 𝑇𝑎  for three types of SVM 

at 𝑉𝑟𝑒𝑓 = 130. 

7. Conclusion: One can conclude from the 

above results that both neural space vector 

modulation could successfully represent the 

actual SV modulator. Moreover, the RB-

based modulator can outperform its BP 

counterpart and it shows more robust 

characteristics when the system parameter 

change far from nominal value. 
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Abstract: 

     The relatively new field of Multiwavelets 

shows promise in removing some of 

limitation of wavelets. This paper introduces 

a new human face recognition using the 

combination of Multiwavelet transform 

(MWT) and multidimension-Two Activation 

Function Wavelet Network (MD-TAFWN). 

After taking the MWT of the image it is 

required to divide the approximate quarter 

into four parts and rearrange them in 3D 

form. Next, this 3D data will be feed into a 

proposed MD-Two Activation Function 

Wavelet Network, this is for face image. For 

fingerprint image is required to divide the 

approximate quarter into four parts and 

rearrange them in 3D form. Next, this 3D 

data will be feed into a proposed MD-Two 

Activation Function Wavelet Network. The 

proposed transform is considered as a feature 

extractor of the decomposed reference 

images with different frequency sub bands, 

and amid-range frequency sub band for data 

image to the representation of the given 

image. Evaluations have generally shown 

that the technique of the combination for 

Discrete Multi-wavelet Transform (DMWT) 

and the Two Activation Function Wavelet 

Network (MD-TAFWN) is interesting and 

promising. The results obtained showed that 

the combination technique outperform. Other 

conventional method that use a given 

transform with neural Network (NN). It 

results in a perfect recognition of 100% to a 

data base consists of 100 human face images.   

 

Keywords: Biometric, Multiwavelet, Wavelet 

Network, Face Identification, Fingerprint 

Identification. 

 

1. Introduction 

      Face and fingerprint tracking and 

recognition are important parts of our daily 

lives. Tracking an object under time varying 

position and orientation is a basic ability of 

the human visual system [1]. Studies [1] 

show that infants are, in some way, 

preprogrammed to recognize and pay 

attention to faces more than other objects. 

Throughout our lives people present their 

face as a form of recognition in person and 

through the use of photo recognition cards 

such as a driver's license or passport. Since 

face and fingerprint recognition are so 

pervasive in the natural world, it is 

reasonable to consider faces and fingerprint 

as a means for recognition using machines.         

     So far, robust algorithms to perform 

automated face and fingerprint tracking and 

recognition in unconstrained environments 

have not been achieved. To further 

complicate matters, psychology suggests that 

the principal means of recognition used by 

humans changes from a primarily feature-

based method in childhood to a primarily 

holistic-based method in adulthood [1]. 

Which method, if either, will work best in an 

automated recognition system? A great 
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wealth of research has been done in many 

fields to determine how to best track and 

recognize faces, how to simulate (or surpass) 

human face tracking and recognition 

performance [2], and how to overcome 

difficulties that hinder the development of 

automated face tracking and recognition. 

There are several imaging modalities: video, 

infrared, and three dimensional (3D) 

scanning. Although there has been 

tremendous research in video, other 

modalities deserve attention [4]. Many issues 

hinder research efforts in the field of face 

and fingerprint recognition. Variation exists 

in every imaging modality used, and finding 

fast, simple algorithms that are robust to 

variation is difficult (as evidenced by years 

of research). Categorizing the variation may 

be helpful in the development of effective 

face and fingerprint recognition algorithms. 

Intrinsic sources of variation include 

identity, facial expression, speech, gender, 

and age [1]. 

     Extrinsic sources of variation include 

viewing geometry, illumination, imaging 

processes, and other objects. Viewing 

geometry includes pose changes, either by 

the observer or the object to be recognized; 

illumination changes include shading, color, 

self-shadowing, and specula highlights; 

imaging process variations include  

resolution, focus, imaging noise, sampling 

technique, and perspective distortion effects; 

variation from other objects include 

occlusions, shadowing, and indirect 

illumination. These sources of variation may 

or may not hinder the recognition process 

depending on which algorithm is used. It is 

possible that the variation due to factors such 

as facial expression, lighting, occlusions, and 

pose is larger than the variation due to 

identity [1,3]. That makes identification 

under such varying environments a difficult 

task. However, human proficiency at face 

recognition [5] has motivated enormous 

research in this area despite these challenges. 

(The ability of humans to recognize faces is 

also an actively researched field with widely 

varying results depending on numerous 

factors. Many reviews of face recognition are 

available [6, 7, 8, 9, 10]. Samal and Iyengar 

(1992) [8] describe several techniques they 

refer to as nonconnectionist. Most of these 

techniques operate on 2D images and are 

concerned with finding intra-feature 

distances, angles, and areas. 

      A complementary survey by Valentin et 

al. (1994) [9] covers connectionist 

(statistical) methods of face processing. 

Connectionist methods of face processing 

usually take 2D image data and work with 

pixel values of entire face images (instead of 

extracting features from a subset of the total 

pixels for an image as is done in 

nonconnectionist approaches). Because full 

images are used in these techniques, the 

relationships between features within the 

image, texture, and shape information are 

preserved. Nonconnectionist and 

connectionist techniques are also called 

geometrical and statistical respectively [7,10, 

11]. Chellappa et al. (1995) [6] draw the 

following conclusions: 1) The upper parts of 

the face should play a dominant role in 

recognition, 2) Eigenface and feature point 

based methods are currently the most 

developed and should undergo additional 

testing in realistic situations with thousands 

of faces, 3) Neural approaches should be 

developed further and should be tested on 

much larger databases. The approaches cited 

in this survey use between 16 and 80 faces.  

 

2. Proposed method for Multi-biometric 

Identification 

2.1 Training Method 

1. Input seven images for each person (three 

face images, two right thumb fingerprint 

images and two left thumb fingerprint 

images) figure (1). 
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2. Take the multiwavelet transform (MWT) 

using (GHM) for each image. 

3. Take (L2L2) only of the (MWT) for each 

image. 

4. Segment (L2L2) to four segments for each 

image. 

5. Take the first segment of the first person 

and entered to (TAFWN) using the following 

algorithm (figures (2,3,4,5,6): 

a) Given an initial value of 

(a1,1,a1,2,a1,3,b1,1,b1,2,b1,3,w1,1,w1,2,w1,3,a2,1,a2,2,

a2,3,b2,1,b2,2,b2,3,w2,1,w2,2,w2,3) and given an 

accepted error (E=0.001). 

b) Take the first row of the first segment and 

entered it to (MD-TAFWN) where the input 

neurons (n) equal to the number of the row 

and the column of the segments(n*n) and the 

hidden neurons is three and the output 

neuron is one where the output equal to the 

number of the person.  

c) Since the images to the first person then 

the output (Y=1) then find the error (E1). 

d) Update the parameters (a, b, w) using 

there update equations, then entered the 

second row of the first segment and find the 

error (E2) where the output also equal to one 

(Y=1). 

e) Update the parameters (a, b, w) using 

there update equations, then entered the third  

row of the first segment and find the error 

(E3) where the output also equal to one 

(Y=1). 

f) Continue the above procedure until reach 

to the last row then find (En). 

g) Find the summation of error 

(Esum=E1+E2+E3+E4+……+En). then find the 

mean of the error where (Emean=0.5*Esum). 

h) If (Emean> Eth) then the above procedure 

return until (Emean< Eth) at this point finishing 

and take the last parameters (a,b,w) (vector 

18*1) as an initial to the second segment of 

the same image. 

i) Apply the above procedure on the second 

segment and then third and then fourth 

segment where the last value of parameters 

used as an initial for the next segment until 

finished the fourth segment then the final 

parameters (a, b, w) (vector 18*1) used an 

initial for irst segment of the second image of 

the person one (N=1 and Y=1). 

6. Take (L2L2) of the second image of person 

one (N=1) and applied step  (5) on it then the 

last parameters (a, b, w) used as an initial to  

the third image of person and  applied also 

step (5) on it  then the last parameters 

(a1,1,a1,2,a1,3,b1,1,b1,2,b1,3,w1,1,w1,2,w1,3,a2,1,a2,2,

a2,3,b2,1,b2,2,b2,3,w2,1,w2,2,w2,3) (vector 18*1) 

used as a represented to the person one, this 

mean that three image of one person can be 

represented only by  vector (18*1). 

7. Applied steps (5,6) on the four  images of 

the fingerprint of the person one where also 

used the output (Y=1) where the result the 

person number one can be represented by two 

vectors (18*1) one for the face of the person 

and the other represented the fingerprint 

(right and left thumbs) of the person therefore 

person one represented by vector (36*1) then 

save it in database matrix. 

8. Take seven images of the second person 

and applied steps (5,6,and 7) on it then save 

it’s vector (36*1) where the output become 

(Y=2). 

9. Completed the images of each persons and 

applied the above procedure on it where the 

output (Y=3,4,5….M) where (M) represented 

number of persons, at the end a database 

matrix (36*M) saved. 
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2.2 Testing Method 

1) Input seven images (three images for face 

and four images for fingerprint (two for the 

right thumbs and two for the left thumbs)) 

for the person. 

2) Taking (MWT) using (GHM) method for 

each image. 

3) Taking (L2L2) only and segment it for 

four segment for the face image and for 

sixteen segments for the fingerprint images. 

4) Select randomly one row from each 

segment and entered it to (TAWN) where 

used the parameters of the database matrix of 

training method then find the error with each 

person the minimum error which or less than 

threshold value (t) then the image 

represented this person, this result 

represented score one (S1) (for face 

identification), and score two (S2) (for 

fingerprint identification). 

5) If (S1=person N) and (S2=person N) then 

the result is person N but if (S1=person N) 

and (S2=person M) then if the percentage of 

S1 more than S2 then the person is N but if 

the percentage of S2 more than S1 then the 

person is M. (figure (7)). 

6) The above procedure is for identification, 

in case of verification the same procedure 

can be done but in step four used the column 

of parameters of the database which 

represented the claimed person then if 

(S1=claimed person) and (S2=claim person) 

then the result is this person but if  

(S1=claimed person) and (S2=unclaimed 

person)  and used AND configuration then 

the result is failure.(figure (8))     

3. Evaluation Tests 

To perform recognition experiments we first 

need to create two sets of images: training 

and testing. Training images are used to 

generate a data base matrix saved to 

recognition the test images where in proposed 

method used three face images and four 

fingerprint image for each thimb for each 

person for training, test images are a set of 

range images of faces we wish to identify. 

Any subject we wish to identify must have at 

least one facial range image in the training 

data set. The faces and fingerprint in the test 

range images need not have the same facial 

expressions as those in the training data set. 

Each test image is then reshaped as a column 

vector where in proposed method used vector 

(18*1) to represented all the three face 

images of the same person and other vector 

(18*1) to represented the four fingerprint 

images of the same person therefore each 

person can be represent only by vector (36*1) 

also the database matrix will be (36*M) 

where (M) is the number of identification 

person. Any input test image applied the 

same procedure on it then make a correlation 

with  the data base matrix in order to get on 

the maximum value of this matrix means that 

the test face and fingerprint images 

represented the person who the maximum 

value lied in his column where each column 

in the data base matrix represented one 

person. 
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Cumulative Match Characteristic (CMC) 

curve shown in figure (9) for identification 

and the receiver operating characteristic 

(ROC) curve shown in figure (10) for 

verification where the same procedure used 

but the comparison made with the column of 

the claimed person. 

Table (1) and table (2) using the OR and 

AND configuration respectively to 

identification 

 

4. Conclusions 

     It was shown throughout this paper that 

proposed combination had a great impact on 

the capabilities of all image techniques. 

Method of person identification was 

implemented and tested based upon the 

proposed combination. This paper introduced 

a combining of the Discrete Multi-wavelet 

Transform (2D-DMWT) of Repeated Row 

Algorithm (RRA) and the Multi-dimension  

Two Activation Function Wavelet Network 

(MD-TAFWN) the advantage of this method 

can be summarized as follows: 

1) The combined technique achieved an 

excellent result of 100%. 

2) This method can give an excellent 

representation of the data images as well 

as reduce the huge information obtained 

as a matrix to a vector one. 

3) This proposed combination is important 

in many applications particularly when 

the high data rate is required and when a 

limited bandwidth or small memory is 

available. 

     This achieved by the excellent 

combination between Multiwavelet 

Transform and Two Activation Function 

Wavelet Network where (MWT) given a 

good image with reduced any external effect 

such as noise or illustration and with 

minimum size and without loss any 

information from the image also (TAFWN) 

given an excellent feature extraction vector 

represented the input image where an image 

(128*128) can be represented by (18*1) 

vector only.  Also the segmentation of the 

image before entered to the (TAFWN) 

reduced the effect of the facial expression. 
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Figure (1) Seven Input images. 
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Figure (2) The Mechanization of the Proposed Algorithm for face identification. 
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Figure (3) The Mechanization of the Proposed Algorithm for fingerprint identification. 

START 

Input Image 

MWT using GHM 

Take L2L2 of the Image 

Proposed (TAFWN) 

Segment the image 
to four segments 

Image 
Seven 

Image 
Four 

Segment 
Sixteen 

Save Vector (18*1) 

Save Vector (18*1) 

END 

Input Segment 

YES 

YES 

YES 

NO 

NO 

NO 



ECCCM 2011, January 30 – 31, 2011                                                        University of Technology   
Control and Systems Engineering Department                                                Baghdad-Iraq            

153 
 

 

 

Figure (4) The Mechanization of the Proposed Algorithm of TAFWN. 
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Figure (5) The block diagram of the Proposed Algorithm of TAFWN. 
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Figure (6) The block diagram of the Proposed Algorithm. 
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Figure (7) The block diagram of the test identification Proposed Algorithm. 
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   Figure (8) The block diagram of the test verification Proposed Algorithm. 
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Figure (9) Cumulative Match Characteristic (CMC) curve. 

 

 

 

 
Figure (10) The receiver operating characteristic (ROC) curve. 

 

 

 

 

 



ECCCM 2011, January 30 – 31, 2011                                                        University of Technology   
Control and Systems Engineering Department                                                Baghdad-Iraq            

159 
 

 

 

 

 

Training Images Test 
Images 

Input FPI 
confirmation 

Input FI 
confirmation 

% Correctly 
identification 

150 800 4 3 100% 

60 480 4 3 100% 

150 800 3 2 87.3% 

40 200 3 2 89.2% 
150 800 2 1 83.4% 
60 480 2 1 84.7% 

150 800 4 2 97.4% 
40 200 4 1 99.1% 

60 480 3 3 95.6% 
40 200 3 3 96.2% 

Table (1) Training and Test images with correctly identification using the OR 

configuration. 

 

 

 

 

Training Images Test Images Input FPI 
confirmation 

Input FI 
confirmation 

% Correctly identification 

150 800 4 3 100% 

40 200 4 3 100% 

150 800 3 2 83.6% 

40 200 3 2 85.3% 
150 800 2 1 80.1% 
60 480 2 1 82.4% 
40 200 4 2 87.4% 

150 800 4 1 84.9% 
40 200 4 1 86.2% 

60 480 3 3 86.6% 

Table(2) Training and Test images with correctly identification using the AND 

configuration. 
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MODELING AND DESIGN OF A SUBOPTIMAL CONTROLLER FOR 

A HYDRAULIC SYSTEM 

 

 

Abstract  

     Practical hydraulic control systems are 

nonlinear, high-order and parameters 

sensitive systems. On the other hand, usually 

the customer demands are difficult to achieve 

without some type of tradeoffs among these 

demands. Therefore, the burden of designing 

an optimal controller will be so complicated, 

and a suboptimal controller seems to be 

preferable. However, the validation of such 

design requires a detailed mathematical 

model of the hydraulic system and actual 

values of parameters. In this paper, a 

mathematical model of a hypothetical 

hydraulic system is derived first. Then after, 

for the linearized model, a suboptimal 

controller is designed based on the LQR 

techniques.          A Simulink model of the 

overall controlled system is utilized to 

simulate the closed-loop performance. 

The stable very fast response indicates the 

validity of the proposed procedure of design. 

Keyword: LQR Linear quadratic regulator 

,EHS Electro hydraulic system 

1. Introduction: 

     In solving problems of optimal control 

systems, one may have the goal of finding a 

rule for determining the present control 

decision, subjected to certain constraints, 

which will minimize some measure of a 

deviation from ideal behavior. Such a 

measure is usually provided by a criterion of 

optimization, or performance index.  

 

    A performance index is a number, 

which indicates the “goodness” of system 

performance. The performance index is 

important because it, to a large degree, 

determines the nature of the resulting 

optimal control. In other words, the 

resulting control may be linear, nonlinear, 

stationary, or time –varying, depending on 

the form of the performance index. [1] 

    Electrohydraulic systems (EHS), have 

been used in industry in a large number of 

applications, due to their size-to-power 

ratio, and the ability to apply very large 

force and torque. However, the dynamics 

of hydraulic systems are highly nonlinear. 

The system may be subjected to non-

smooth and discontinuous, nonlinearities 

due to control input saturation. Moreover, 

directional change of valve opening, 

friction, and valve overlap are affecting 

the operation [2]. Therefore, it is 

necessary to simulate the hydraulic actual-

like system using its representative 

mathematical model. This should describe 

the dynamic of the hydraulic directional 

proportional valve and the cylinder unit of 

the hydraulic driver. A conventional 

controller has been designed using 

suboptimal control theory; as the results 

were within the required accuracy. 

2.  Mathematical    Modeling   of 

Electrohydraulic  System: 

     The position electrohydraulic 

servomechanism consists of two parts [3]; 

the electro hydraulic proportional valve 

(proportional solenoid with stroke–to–
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current relationship), and a hydraulic 

driven unit cylinder. The output signal of 

this system is the position of the hydraulic 

cylinder piston, while the control signal is 

the output current of an electrical 

amplifier unit. Figure (1) shows the 

schematic of the proposed hydraulic 

system. The directional proportional valve 

converts the electrical signal to a 

translation motion, which in turn directs 

the position of the controlled sliding lever 

of the valve to control the fluid flow in a 

hydraulic cylinder. As a result, the 

hydraulic piston moves to translate the 

cylinders to the required position. With 

such description, if this control chain is 

closed through any type of position 

sensors, then a servo hydraulic system is 

obtained. However, the degree of 

complexity of the system is deliberately 

chosen to be near enough to practical 

systems. 

 

2.1 Proportional Directional Valve 

Modeling 

     A proportional directional valve with 

electric feedback consists of the housing, two 

proportional solenoids, and inductive 

positional transducer. An electrical amplifier 

of a linear gain a   characteristic is used. It 

is defined by the ratio of the electrical output 

current (solenoid current) i(mA) to the input 

voltage signal ur(volt) for given load. 

Moreover, it is supposed that the current has 

no ripples, and the amplifier output signal u  

is the system control input. It is constrained 

as   maxmax; UUu , which actuates 

the hydraulic system. The value Umax is the 

maximum permissible value of the signal 

before saturation occurs. This means that the 

amplifier model will be as a nonlinear 

saturation element of gain Ka and ±Umax 

(volt) cutoff values. 

 

 

 

 

 
 

 

Figure (1) schematic diagram of hydraulic 

system 

 

 In the solenoid unit, the fixed solenoid 

performs magnetic field of constant boosting, 

while the movable solenoid represents an 

electrical load of the electronic amplifier. 

The position of the moveable solenoid 

)(mmd s  is a function of the current 

passing through it. A first order lag transfer 

function for the solenoid circuit can be used 

to model this electrical circuit, i.e. 

)1(

1

)(

)(




sTsu

si

s                                      (1)

 

Where sT   is the solenoid time constant.  

The translation motion of the solenoid 

together with the mechanical part in the 

proportional valve can be represented by the 

following transfer function.

)1)(1()(

)(

21 




sTsTsi

sd ms                         (2)                                       
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Where Km is the proportional valve gain T1 

and T2 are two time constants. 

If the position of the sliding lever )(mmd  is 

proportional to the movement of the movable  

Solenoid then the total transfer function for 

the proportional valve with mechanical 

constraints on the sliding lever movement for

)(mmd becomes

)3(
)1()1()1()1(

)(
321 




sTsTsTsT
SG

s

m
P

 

 

However, due to the shelter of the sliding 

lever and the passive resistivity of sealing an 

overlap is expected as shown in figure 2. 

 
Such overlap can be simply modeled by a 
dead–zone with saturation nonlinearity of 
2 Sensitivity bandwidth and of a gain Kn,  

[2]. Therefore, the output of this hydraulic 

proportional valve will be defined as 

 

 

)4(
;

;0
)(
















dd

d
df

n

 

2.2 Hydraulic Cylinder Modeling 

     It is known that the hydraulic cylinder can 

be represented in general by a third order 

differential equation [4, 5, and 6]. However, 

the nature of this equation (linear or 

nonlinear) and its coefficients depend on the 

piston shape and dimensions, fluid 

properties, the used pressure and sealing 

performance. 

   In this paper, a hydraulic cylinder of non-

equal piston chambers will be considered; 

see figure 1. As it can be seen the piston area 

of the controlled pressure chamber, is greater 

than the area of the uncontrolled pressure 

chamber. For the considered piston chambers 

(the subscript 1is used for uncontrolled 

pressure chamber, and the subscript 2is used 

for controlled pressure chamber) the 

continuity relations are 

)6()(

)5()(

222
2212

111
1211

dt

dV

dt

dV
CCQ

dt

dV

dt

dV
CCQ

e

epip

e

epip










 

where: 

- 
2,QQ  are the volumetric flow rates. (

sec
3m ) 

- 
21 ,   are the pressure. ( 3m

N ) 

- 21 ,VV   are the volumes. (
3m ) 

- 
ipC       is the internal cross part leakage 

coefficient of piston. (
113 .sec.  pam  ) 

-
epC       is the external leakage coefficient of 

piston. (
113 .sec.  pam  ) 

- e is the effective bulk modulus.( 3m
N ) 

If the initial volumes for the two chambers 

are denoted by 1oV  and 2oV , then the 

instantaneous volumes as a function of the 

piston movement y  are given by 

)7()(

)(

122

211

yVyV

yVyV

o

O





 

 

where chambers effective area are given by 
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)8(][
4

][
4

2

2

2

32

2

1

2

31

dd

dd









 

where 21, dd , and 3d are piston diameters as 

shown in Figure 1. The rates of change for 

the chambers volume are  

dt

dy

dt

dV

dt

dy

dt

dV

1
2

2
1





                              (9)  

 

By subtracting equation (6) from equation (5) 

and substituting for the volumes of the 

chambers, the following equation is obtained 

)10(

)(

)()(2

2122

1211

21

212121

dt

dP
y

dt

dPV

dt

dP
y

dt

dPV

dt

dy

CCQQ

ee

o

ee

o

epip
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









 

Since we have, 

21210 ,,0  sL  

Then, 

)11()(]

[)(
2

1
21

df

k
QQQ

Ls

LsL








 

Where   is the coefficient including 

orifice geometry and discharge coefficient,

   is the oil density and )(df is the 

hydraulic valve output given by equation (4). 

Also, 

 

)12(
2

1

2

1 21

dt

dP

dt

dP
and

dt

dP

dt

dP LL   

If a leakage constant C  is defined by 

)13(
2

1
epip CCC   

then a final equation can be written 

)14(
4

1
dt

dPayV

dt

dy
CQ l

e

o

L





 

where 

2112
21 ,,

2
ooo VVVa 




For certain constant load force  LF  , the load 

pressure can be calculated from the principle 

equation  

)15(


 L
L

F
 

Applying Newton's law to the forces acting 

on the piston yields 

)16(
2

2

L
dt

dy
b

dt

yd
m 

 

where 

- y  is the piston displacement (mm). 

- m  is the total mass of piston & the load 

referred to piston (kg). 

- b   is the viscous damping coefficient of 

piston to the load (
1.sec. mN ). 

 Arranging both of equation (14) and 

equation (16) in one relation by eliminating 

the load pressure  L  , yields 

 

)17(

44 2

2

3
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Next, we define the following eight 

coefficients; only two of them 32 ,cc  are 

function of the piston displacement y . 
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


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



 The specified 3
rd

-order nonlinear 

differential equation governs the piston 

translation movement (displacement y ) will 

have the form 
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 

  )19()(215762

2

2

478323

3

dfcc
dt

dy
cccc

dt

yd
ccccc

dt

yd





 

The 4
th

 order transfer function of equation (3) 

and the 3
rd

-order differential equation of 

equation 19 represent the complete model of 

the electrohydraulic system.  

 

3. Linearized Model 

   In order to design the controller via the 

optimal LQR theory, we have to determine 

first a linear state space model. A state vector 

X(t) representing the electrohydraulic system 

will have seven states, and are selected as 

follows:  
 

- The current of the movable solenoid, 

)()(1  mitx . 

- The velocity of the movable solenoid, 

. 

-  The position of the movable solenoid, 

. 

- The position of the sliding lever, 

. 

-  The dynamic load pressure, 

 

-  The velocity of piston 

)sec.()( 1

6

 mmytx  

- The position of piston, )()(7 mmytx   

     

As it is mentioned in section (2.1) the 

proportional value has been linearized by a 

transfer function of four lags constants 

321 ,&,, TTTS  and total gain m , while the 

hydraulic cylinder has not yet been 

linearized. For constant LF  and assumed 

initial position of the piston y  (the piston is 

moved before any control but only due to 

pressure balance), the two nonlinear 

coefficient functions 32 candc  can be 

calculated at yy   to obtain constant values

32 candc . In this way, it is possible to 

represent the differential equation (21) by a 

transfer function of the form  

)20(
)(

)(
2 basss

sG c

c
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


where 
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With the above definition for state variable 

and the two transfer functions given in 

equation (3) and equation (22), the linearized 

model can be represented by the state 

equation    
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    Where k is equal to 10 (1cm = 10mm). 

Finally, the nonlinear elements are modeled 

in the linearized model only by their gain 

na and   ; however it is expected that the 

dead zone with saturation element may cause 

unstable limit cycle or at least long regulating 

time and unaccepted overshoot. Therefore, a 

sort of compensation is necessary to be 

included. A standard technique is to use a 

dither signal. 

      Due to the expected sensitivity problem 

of the considered hydraulic system, the 

system simulation has to be carefully carried. 

This in turn requires that the system 

parameters must be correct to physical point 

of view. To overcome such circumstances, 

the numerical model is readjusted several 

times based on the suitable literatures [5, 6, 

and 7] to reach a final physical meaningful 

)sec.()( 1

2

 mmdtx s


)()(3 mmdtx s

)()(4 mmdtx 

)()(5 PaPtx L
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model. The final numerical values taken to 

construct the hydraulic system model are 

listed in Table (1) of the appendix. The 

hydraulic cylinder parameters and 

coefficients ic  are calculated and listed in 

Table (2) of the appendix. For the linearized 

model, the coefficient matrix, A and the input 

matrix, B are calculated, see the appendix.  

The eigenvalues set of the A matrix contain 

one zero. Theoretically, if there is zero 

eigenvalue in the linearized model, then the 

stability of the nonlinear system (according 

to second Lyapunov theory) cannot be 

deduced from the linearized model. 

However, as expected the simulation of the 

open loop nonlinear electrohydraulic system 

shows unstable response for arbitrary step 

input. 

4. Suboptimal Controller Design 

   For the linearized model, the linear optimal 

control theory is invoked; specifically, the 

infinite horizon LQR. Therefore, for this 

SISO constrained system, the problem is 

stated as, 

17
0)0(,)(

:

1},

0

)2()({
||

min











XBuAXtX

tosubjected

rdturQXTXuJ
Uu

     (22) 

Accordingly, a state feedback gain can be 

obtained to perform this task using the 

Matlab function lqr.  However, first the 

weight matrix Q has to be determined. Since 

in this system, only the piston position of 

interest, the Q matrix should have only one 

non zero element q, i.e. Q has the form 















q
Q

61

1666

0

00

. 

Using the known thumb of rules of selecting 

q, it could be possible to set a ange of values 

[qmin, qmax] and based on the system 

performance (the regulating time, settling 

time and the maximum overshot ) one 

specified value could be obtained. To reduce 

the effort of such ad hoc searching, a 

SIMULINK model of the system as shown in 

figure (3) is set (see the appendix for the 

complete electrohydraulic model), in which a 

direct measure of the regulating time and 

settling time is recorded for different values 

of input q in the stable operation range of 

values. Moreover, a Matlab m. program is 

running simultaneously as a function block in 

the Simulink set up to solve the LQR 

problem and supplies the model with the 

state feedback gain vector K. For
87 102102  q  , the simulation reveals 

that one can choose the value 
7105.2 q  as 

an optimal value, for which the step response 

has a compatibly good response. Figure (4) 

illustrates the idea of how to select specific q, 

where the vertical lines represent the crossing 

of 01.01  value. The regulating settling 

time is read at the first and last vertical lines 

respectively. The gain matrix k for 
7105.2 q  is 

 3077.1922598.00007.03514.268653.1411642.01029.0K

 
Figure (3) The Simulink Model illustrates how to 

reach the optimal value of Output  

 

Response y(t)(mm) 

Time (sec) 
 Figure (4) Step response for values of

7105.2 q  
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For implementing the optimal state feedback 

control law, the position and velocity of the 

movable solenoid (x2(t), x3(t)) are not 

measurable while the other states are all 

measurable. Therefore, a certain type of 

reduced-order state estimator should be 

incorporated. The general theory of design 

reduced –order Luenberger observer will be 

utilized [8]. The estimator uses states x1(t), 

and x4(t) to estimate x2(t), and x3(t). The 

design of the estimator is performed such to 

have a fast response with minimal possible 

estimation errors [9]. The result is shown by 

the dynamic system in figure (5), where, 

 

220,
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,
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A

 

 

 
Figure (5) Block diagram of reduced order 

Lunberger observer 

 

 

Running the simulation of the complete 

design electrohydraulic with state estimator 

and state feedback control, we can determine 

the system response. Figure (6) depicts the 

output response for different input set with 

the optimal value of  q; the simulation time is  

0.1 second. In all three cases, the output 

reaches the required position within a settling 

time less than approximately 0.02 second. 

However, the dither signal is experimentally 

decided to be with amplitude 17, and 

frequency (2*pi*100); these values give the 

smallest amplitude of the existing limit cycle. 

 

 

 

 
 

 

 

5. Conclusions 

  

      The following points summarize the main 

conclusions drawn from this research: 

 

Figs. (5-8)  the simulated curves of output response for different 

inputs set at optimal q.(a)input step=0.1,(b) input step =0.5,(c)input 

step=1 
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Figure (6) the output response for different input 
set with the optimal value of q; 
a)I/p=0.1 unit step  b)I/p=0.5unit step  c)I/p=1 unit 
step 
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1) The mathematical modeling of both of the 

proportional valve and the hydraulic 

cylinder and hence transfer functions are 

presented, however the degree of 

complexity of the system is deliberately 

chosen to be near enough to practical 

systems; hydraulic cylinder of non -equal 

piston chambers is considered. 

2) A suboptimal controller can be designed 

for nonlinear system by applying linear 

quadratic regulator (LQR) technique to a 

linearized model and adjusting the 

controller parameters based on nonlinear 

system performance. 

3) The dead zone element causes unstable 

limit cycle, long regulating time and 

unaccepted overshoot, therefore a 

conventional technique dither signal is 

used. 
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Appendix:- Table (1 & 2) Numerical values of parameters and coefficients  

Table (1) Numerical values of  parameters for an electrohydraulic system 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

symbol value Unit 

a  26  1. vm  

maxU  300 volt 

sT  3105.2   .sec  

mK  0.04 1. mm  

1  310018.2   .sec  

2T  2103806.3   .sec  

3T  410424.8   .sec  

  0.1 mm  

d  4 mm  

 0.2 
1. vmm  

V  500 3cm  

C  810
 

113 sec.  am  

1d  100 mm  

2d  25 mm  

3d  136 mm  

s  12 a  

  51073.2   a  



m
 41057.2   

5.012 .sec.  am  

m  297 kg  

b  
61066.1   

1.sec.  m  

LF  70 kN 

oy  55 mm 

n
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Table (2) the hydraulic cylinder parameters &coefficients 

 

Parameters 

& 

coefficients 

Values and units 

Parameters 

& 

coefficient

s 

Values and units 

1  266 cm  3c   

2  2140 cm  3c   

  2103 cm  4c  2.88.2  cmg  

a  274 cm  5c  3.sec.161 cm  

L  a8.6  
6c  2103 cm  

1c  12 sec.8500 cm  7c  113 .sec.01.0  acm  

2c  
16 )3.105.69(1022.5  y

 
8c  14 .sec.1066.1  cm  

2c  22 sec.8207 cm  
  

 

- The matrices A and B 

 










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





















































0

0

0

0

0

0

400

,

01000000

09.55347.00000

01043.24.236104000

0001187118700

0000010

0000146581.5253339.586

000000400

67

B  

 

 

 

y98 1064.61048.4  

137 .101.4   cm
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SIMULATION OF BOILER DRUM WALL TEMPERATURE 

DIFFERENTIAL AND ITS ESTIMATION 

 
 

Abstract 

This paper is concerned with the 

problem of boiler drum wall temperature 

estimation to limit thermal stresses. The 

boiler drum of AL-Mussiab thermal power 

station is taken as a case study. It deals with 

the fundamental issue that must be 

considered when applying a linear theory (i.e 

the Kalman filter) to practical non-linear 

problems. The Kalman filter is applied to 

estimate boiler drum wall temperature using 

outer surface temperature of boiler drum wall 

(measurable) variable. The classical 

estimator (Kalman filter) is simple but it 

requires a good dynamic model to give 

reliable results. The numerical test results 

showed that the estimator is efficient and 

works well and it converges to the correct 

conditions (to within 1C) in time about 

half an hour from boiler heating start up. The 

estimator is robust where 100% error in 

initial conditions did not seriously influence 

the transient time to produce correct 

estimated output. 

Keywords: Boiler Drum, Kalman Filter, 

temperature estimation 

 

1- Introduction 

The boiler is a major part in thermal power 

stations and since the boiler is the slowest 

responding part in the plant especially at 

starting up, the plant response is highly 

influenced by the boiler response. The 

procedure of starting up and shutting down 

the power station is limited by following the 

procedure of starting and shutting the boiler 

to prevent high thermal stresses [1,2]. 

Stresses in boiler equipment particularly 

those of the drum during transients limit the 

time taken for starting up of thermal power 

plants. Short starting up time is desired to 

meet energy demand requirements. 

Furthermore boiler drum working 

environment is harsh, thus the probability of 

failure in the measurement system is high.  

Therefore, it is necessary to develop a state 

space model and optimal estimation of states, 

which would gradually improve the current 

state estimates by making use of the 

available on-line measurements for the drum 

wall temperature. This approach can make 

use of the Kalman filter procedure for 

observable systems, as it is for this case. 

       Kalman filter represents the most widely 

applied and demonstratably useful results to 

emerge from the state variable approach of 

“modern control theory”[3]. The Kalman 

filter has been the subject of extensive 

research and application, hence, orbit 

determination, tracking and navigation 

problems, represent probably, the first major 

applications of the Kalman filter. Estimation 

and control problems in industrial processes 

and power systems utilized Kalman filter 

extensively. It has been applied to the 

estimation of temperature and prediction of 

the ingot temperature in the soaking pit 

operations based on other available 

measurements Lumelsky [4]. A bank of 

Kalman filters (one for each instrument) in 

the design of an instrument failure detection 

system for a pressurized water reactor (PWR) 

pressurizer wasapplied byTylee[5]. A 

Kalman filter with extended models to 

estimate state variables (unmeasured 

temperatures in the glass melting furnace) 

was used by Huisman, et. al. [6]. A regular 

Kalman filter for continuous monitoring of 

induction furnace charge temperature based 

on a single furnace lining temperature 
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measurement was developed by Sa’id and 

AL-Kubaissy[7]. Fluerasu and Sutton[8] 

designed and implemented a computer-

controlled temperature tracking system 

which combines standard Proportional-

Integral-Derivative (PID), thermal modeling 

and Kalman filtering of the temperature 

reading in order to reduce the noise. 

        This paper is concerned with the 

development of a practically feasible 

dynamic estimator (Kalman filter) which can 

be used to limit thermal stresses during 

power station boiler start up. In the following 

sections a mathematical model for the boiler 

drum temperature is derived for the starting 

up mode and the Kalman filter estimator is 

developed and evaluated numerically. 

 

2. System Description 

        The drum of the boiler is a thick wall 

cylinder used for separating the steam from 

steam-water mixture, as shown in figure (1). 

It is located at the top of the boiler and it is 

hanged by four hinges, two at each side and 

it is manufactured from steel alloy (SA 299). 

The steam-water mixture coming from riser 

tubes enter the drum via a number of 

cyclonics, which are used for increasing the 

rate of separation process as shown in figure 

(1). The separated steam is conveyed from 

the drum to the super heater through a set of 

pipelines. The intake points of these 

pipelines are uniformly distributed along the 

longitudinal direction at the top of the drum 

[2]. 

 
Figure (1) Cross section of Al-Mussiab boiler drum. 

      The boiler drum is subjected to thermal 

stresses due to the temperature difference 

between the inner and outer surfaces of the 

drum wall during starting up. Hence, the 

working speed of thermal power stations is 

limited by the maximum amount of 

permissible thermal stresses. There are “24” 

thermocouples located at different points on 

the drum wall used to monitor the stresses. 

The drum dimensions used in this work are 

detailed in Table (1). 

     The structure of the proposed thermal 

stress control system to be developed is 

shown in figure (2). The control loop 

includes the estimator which produces the 

estimated values of the states and outputs for 

the next moment based on the measured 

values of the outputs at the current moment 

and the control effort at the previous 

moment. 
 

Table (1): Drum dimensions used in this work [2]. 

Item Dimension 

Length 15 m 

Inner Radius 0.9144 m 

Outer Radius 1.0964 m 

Thickness 0.182 m 

Volume 42.3 m3 

Weight 172 ton 

 

 
Figure (2) Boiler drum control system structure. 

3. Boiler Drum Simulation Requirements  

      The coming sections are devoted to the 

simulation and the realization of the system 

shown in figure (2). The simulation is based 

on Matlab software. 

System 
Disturbanc

e 
+ 

15 node Boiler 

Drum Model 

Measurement 
noise 

State T= Drum node temperature, and 
Output Y=Outer surface temperature, 
Control u=Input vector. 

Estimator 

Controller 

Stress 

evaluator

u

T
Y

measY
Cyclonic 

separators 

Drain

Scrubber element 

corrugated plates

Steam outlet Perforated 

distribution plates
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A. Boiler Drum Wall Temperature Rise 

Modeling 

 For practical monitoring applications, 

the thermal system can be approximately 

represented by a lumped parameter system 

that can be described by ordinary differential 

equations. Such a set of linearised ordinary 

differential equations are much easier and 

faster to solve numerically. The lumped 

thermal model assumes that heat storage in a 

material can be represented by an effective 

thermal capacitance, C, and that the 

resistance to heat flow between two points 

can be represented by an effective thermal 

resistance, R, [9]. 

 The lumped model approach results 

in first order dynamics in the temperature 

response to heat input at a given point or 

“node “. For a single node, the heat balance 

equation is simply given by [9]. 

 
     

dt

tdT
C

R

tTtT
tq a

i 


   (1) 

where aT is the adjacent node temperature. 

Equation (1) may be put in state variable 

form, anticipating the construction of a set of 

dynamic equations describing temperature 

distribution in the drum wall, i.e., 

C

)t(q
))t(T)t(T(

RC

1
T i

a    (2) 

To obtain a set of linearized differential 

equations for the lumped parameter model, 

the single node described by equation (2) 

will be used. 

 The transient temperature variation in 

the shell material of the boiler drum is a two-

dimensional case and the boundary 

conditions are dictated by the drum water 

level and temperature. The latter is, of 

course, dependent on the steam pressure. 

This assumes that the there is no temperature 

gradient along the 15 m long boiler drum. 

Figure (3) shows one way in which the basic 

thermal network may be set on the drum 

wall. 

 
Figure (3) Equivalent R-C simulation for the boiler 

drum shell. 

B. Boiler Drum Wall Thermal Dynamic 

Equations 

 For a two dimensional heat flow, and 

using the node (m, n) shown in figure (3), 

equation (2) takes the following form 

[10,11,12]; 

nm,nm,n,mnm, C /) q   (  T    (3) 

Where m and n designate radial and 

circumferential number of nodes, and; 
)R/)TT(( n,m

-1&1i
ni,mnm,ni,mn,m  


 , 

where; 

inm,nm,inm,n,m R/)TT(   . 

ni,mR  = Radial thermal resistance. 

inm,R  = Circumferential thermal resistance. 

nm,C   = Node thermal capacitance 

Writing equation (3) for each of the specified 

nodes leads to a system of first order 

dynamic equations. A computer program 

using MATLAB software was written to 

solve the set of first order differential 

equation using fourth order RungeKutta 

method.  

C. State Space and Measurement Equations 

of Boiler Drum 

 The system representations given by 

equation (3) are based on input and output 

variables and it is a linear model. It is 

convenient to obtain a simplified boiler drum 

model using state variables.  

 To derive the state space model, the 

number of states must be first determined. 

Equation (3) clearly shows that the states are 

the temperature of the nodes of the drum 

wall. The number of nodes depends on 

whether the problem is a one dimensional 
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heat flow (radial heat flow) or a two 

dimensional heat flow (radial and 

circumferential heat flow). Increasing the 

number of nodes will improve the accuracy 

of the mathematical model of the boiler 

drum. We shall first divide the drumwall 

radially into three nodes and assume radial 

heat flow only. Equation (3) will take the 

following equivalent state space model 

(general form); 

)t()t()t( u B  T  AT               (4) 

Where T is the drum wall temperature node 

state vector and u is the input vector. 

Using the drum dimension of AL-Mussiab 

boiler drum as given in Table (1) and the 

definition of R and C for 3 radial nodes and 

20 circumferential nodes, equation (4) 

becomes; 




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    10 
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T







(5) 

Where Td and Tair represent temperature of 

fluid inside drum and temperature of air 

outside drum (state input), respectively. 

The discrete form of equation (4) is; 

1111   kkkkk u B  T φ  T   (6) 

kk T H  Y      (7) 

where: 

Tk-1,Tk=Plant state vectors at moments k-

1and k, respectively. 

uk-1   = Control variable vector at the moment 

k-1. 

Yk  = Output vector at moment k, 

k    = Time index. 

(Note: Along this paper T(k)=Tk, Y(k)=Yk, 

u(k)=uk). 

For a sampling time of 1 second, the 

elements of equation (6) are; 



















9993.00007.00

0007.09986.00007.0

00007.09984.0

kφ , and 

















 

0438.00

00003.0

08429.0

10 3
kB  

 To select the number of nodes for the 

drum wall in radial and circumferential 

directions, a set of numerical tests were made 

to examine the dynamic wall temperature 

response with various number of nodes in 

both directions (radial and circumferential). 

The above study was concluded to adopt a 

mathematical model with 5 rings in radial 

direction and 20 sections in circumferential 

direction. Figure (4) shows the temperature 

time response of boiler drum wall. It 

illustrates the dynamic behavior of 5 nodes 

along the thickness of the drum wall at the 

starting up of the boiler with inner surface 

temperature gradient of “0.54 C/min”. This 

model was used as the mathematical model 

for Kalman filter design. 

 A fifteen nodes state apace model 

was also derived and used as a reference 

model for estimator’s performance. A set of 

models describing the dynamic behavior of 

the drum wall temperature for two 

dimensional heat flow case (radial and 

circumferential heat flow) were derived and 

are given in reference [12]. 

 
Figure (4) Temperature distribution for 5 nodes on the 

drum wall with inner surface temperature gradient of 

“0.54C/min” at starting up mode. 

 

4.  Kalman Filter 

     The Kalman filter is essentially a set of 

mathematical equations that implement a 

predictor-corrector type estimator. It is 

optimal in the sense that it minimizes the 

estimated error covariance [13]. Hence, it is 

the best linear estimator, which can produce 

an optimal estimate of the state of a linear 

5T

 

1T
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dynamic system, subject to the disturbances 

having Gaussian distribution. The function of 

a filter is to separate the signal or information 

from the noise- corrupted data and it can be 

used to compute the optimal estimate of the 

signal [14]. 

 The filter is initialized with an initial 

estimate of the signal and its error 

covariance. Then as each measurement 

becomes available in real time, it is used to 

update or refine the filter’s previous estimate. 

Thus, the initial estimate is successively 

improved until, eventually; a steady state 

condition is reached where no further 

improvements are obtained [15]. 

In the implementation of a Kalman filter, a 

mathematical model of the signals to be 

estimated is described by means of linear 

stochastic difference equations. Equation (6) 

will assume the following form: 

11111   kkkkkk w  u B  T φ  T  (8) 

The observation (measurement) of the 

process is assumed to occur at discrete points 

in time in accordance with the relationship. 

kkk v  T H  Y      (9)  

Where kw and kv represent the process noise 

and measurement noise, respectively. They 

are assumed to be uncorrelated zero-mean, 

white noise sequences with known statistics 

whose properties are described by: 

E[ kw ]=E[ kv ]=0   (10) 

And joint covariance matrix; 

E[  T
k

T
k
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k
vw
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
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



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







k

k

R

Q

0

0
] (11) 

Where; Q and R are the process 

andmeasurement noise covariances and they 

are assumed constant [15]. 

 The equations for the Kalman filter 

fall into two groups: time update equations 

and measurement update equations. The time 

update equations are responsible for 

projecting forward (in time) the current state 

and error covariance estimates to obtain the a 

priori estimates for the next time step. The 

measurement update equations are 

responsible for the feedback, i.e., for 

incorporating a new measurement into a 

priori estimate to obtain an improved a 

posteriori estimate. The time update 

equations can also be thought of as predictor 

equations, while the measurement update 

equations can be thought of as corrector 

equations. Indeed the final estimation 

algorithm resembles that of a predictor-

corrector algorithm for solving numerical 

problems. The time and measurement update 

equations are given below [13]; 

i-)Discrete Kalman filter time update 

equations 

11 
  kkk u B  T φ  T ˆˆ    (12) 

Q  φ P φ  P  
 T

kk 1    (13) 

ii-)Discrete Kalman filter measurement 

update equations 
-1TT )R   H P H ( H P  K  

kkk   (14) 

)ˆ(ˆˆ  T H - Y  K  T T
  kkkkk   (15) 

 kkk P  H K- I   P )(    (16) 

 Having an initial estimate 0T̂ and the 

initial estimation error (noise) covariance P0 

and a model for the system and 

measurement, the recursive Kalman filter 

equations can be solved next (equations (12) 

to (16)). As can be seen from time update 

equations (12) and (13) the state and 

covariance estimates are projected forward 

from time step k-1 to k. However, the first 

task during the measurement update is to 

compute the Kalman gain, Kk using equation 

(14). The next step is to actually measure the 

process to obtain Yk, and then to generate a 

posteriori state estimate by incorporating the 

measurement (equation (15)). The final step 

is to obtain a posteriori error covariance 

estimate via equation (16). 

After each time and measurement update 

pair, the process is repeated with the previous 

a posteriori estimates used to project or 

predict the new a priori estimates. This 

recursive nature is one of the very appealing 

features of the Kalmanfilter, it makes 

practical implementations much more 

feasible than (for example) the Wiener filter. 

The Kalman filter recursively conditions the 

current estimate on all of the past 
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measurements. A MATLAB program is 

designed to solve the problem and figure (5) 

gives a pictorial overall structure of the 

computation scheme. 

 

 

.orInput vect 
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equationsEstimation
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Figure (5) The overall structure of the estimator 

computation scheme. 

 

5. Simulation 

       The Kalman filter scheme shown in 

figure (5) estimates the temperature 

difference between inner and outer surface 

during boiler starting up. F1 and F2 are given 

by equations (8) and (9), respectively. 

 The current work is concerned with 

the estimation of temperature difference 

between inner and outer surfaces using the 5 

node model. The temperature measurement is 

taken from the 15 node model which is taken 

as the reference. Figure (6) clearly defines 

the symbols used where nodes (2) and (14) of 

the 15 node model correspond to nodes (1) 

and (5) of the 5 node model. That is 

temperatures T2 and T14 of the 15 node 

model correspond to temperatures T1 and T5 

of the 5 node model, respectively. For 

simplicity, the symbols 
*
T1 and 

*
T5 will be 

used instead of T2 and T14 for the 15 node 

model. Also, the drum wall temperature 

difference Δ
*
Tw, the reference, represents 

(
*
T1-

*
T5) whilst the estimated wall 

temperature difference is ΔTw or (T1-T5). 

Finally, Gaussian noise is added to the drum 

wall temperature measurement “
*
T1 

and/or
*
T5” to simulate measurement noise. 

 
Figure (6) A comparative correspondence between 5 

and 15 nodes models. 

 

6. Boiler Drum Performance with Kalman 

Filter 

      A series of numerical experimental tests 

were carried out and figures (7) to (15) 

summarize the results. Figure (7a) shows the 

temperature difference behavior of the 

estimator using the 5 nodes model and the 

data obtained from the 15 nodes dynamic 

model. As was discussed above, the 

temperatures of the latter model are 

considered as real system temperatures. 

Hence, the field temperature measurement is 

taken using the outer node, i.e., 
*
T5. Gaussian 

noise is added to 
*
T5 to simulate real 

temperature measurements. Based on this 

temperature measurement, the estimator 

estimates the wall temperature difference 

where the estimator initial conditions are [60 

60 60 60 60 ]
To

C. The figure shows very 

good tracking after about half an hour from 

boiler heating start up. The temperature 

difference between that estimated by the 

Kalman filter (ΔTw) and the reference model 

(Δ
*
Tw) is shown in figure (7b), where the 

peak error deviation is +3 and –5.2C. From 

the results shown in figure (7b), the estimator 

performance is close to reference 

performance. 

Figure (8a) shows the performance of the 

estimator using measurements of the inner 

drum wall temperature (
*
T1 plus Gaussian 

noise). The difference between the reference 

T1 T5

1 

*T1
*T2

*T3 
*T4

*T5 

 
 

 

 

     

     

5432m 1

5

43

2

13

14

6

11

12109

8

7 15

m

1

15 Nodes Drum Wall 

5 Nodes Drum Wall 

Kalman 
Gain Kk 

Delay 


controllerFrom 

ku

),(

modeloutputState

,2 kestkestk, uTFY

    



),(

modelspaceState

,11 kestkestk, uTFT

     



measY

estk,Y

estk,T

)( estk,mesk, Y -YK



ECCCM 2011, January 30 – 31, 2011                                                        University of Technology   
Control and Systems Engineering Department                                                Baghdad‐Iraq            

  177

temperature, Δ*Tw, and estimated 
temperature, ΔTw, is illustrated in figure (8b). 
The peak deviation (error) is +12.5 and – 
4C. Figure (8b) also shows that the 
performance of the estimator to follow the 
desired wall temperature differential is very 
good. A comparison between figures (7b) 
and (8b) reveals that the performance of the 
Kalman filter using outer drum wall 
temperature measurement (*T5) is superior to 
that when inner drum wall temperature 
measurement (*T1) is used. The former filter 
shows 50% reduction in maximum 
temperature deviation. A better estimator 
performance is expected if both temperatures 
*T1 and *T5 are used. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure (7) a) Estimator performance with *T5 node 
measurement. b) Estimated (Δ*Tw ) and drum wall 

differential (ΔTw ) difference. 
 
The performance of the estimator using inner 
and outer wall temperature measurements is 
shown in figure (9a). The difference between 
the estimator and actual model wall 

temperature differentials (Δ*Tw- ΔTw) is 
shown in figure (9b). It can be clearly seen 
that the maximum error is 0.42 C which 
shows a marked improvement in 
performance. A comparison between the 
three cases above shows that the tracking is 
now faster due to the availability of more 
information by the measurement of  *T1 and 
*T5. 
 

 

 
Figure (8) a) Estimator performance with *T1 node 
measurement. b) Estimated (Δ*Tw ) and drum wall 

differential (ΔTw ) difference. 
 
 
The performance of the three types of 
estimators can best be evaluated by using the 
performance index (Ji), which is defined as 
[7]; 





n

1i
realesti (i)T (i)T

n

1
J    (17) 

where, Test(i) is the estimated temperature 
value at the ith  time point. Treal(i) is the 
actual value of the temperature and n is the 
number of time points. The performance of 
the estimator is the average absolute 

(Δ*Tw ‐ΔTw)

(b)

(a)

(Δ*Tw&ΔTw) 

Td
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deviation of the estimated temperature from 
the actual temperature. For initial estimator 
conditions of [60 60 60 60 60]T, the estimator 
performance is rather poor at the beginning 
of the heating process and the quality of the 
estimation improves at the end of the heating 
process, as shown in figures (7), (8) and (9). 

 

 
Figure (9) a) Estimator performance with *T1 and *T5 
measurements. b) Estimated (Δ*Tw ) and drum wall 

differential (ΔTw ) difference. 
 
 
The behavior of the estimator is investigated 
by evaluating the index (Ji) for three time 
intervals. The test results are summarized in 
Table (2). The first interval is defined by the 
period “0-50 min” from start up. The second 
interval is defined by the remaining run time. 
Finally, the third interval covers overall run 
time. For the first interval, Table (2) clearly 
shows that the estimator with *T1 and *T5 
measurements (Ji=0.24) is better than the 
other two estimators. Also, the estimator with 
*T5 measurement (Ji= 0.59) is better than that 
with *T1 measurement (Ji=1.75). Columns 
two and three of Table (2) show a similar 

trend in behavior. Column three clearly 
demonstrates that using one outer drum wall 
temperature sensor is justifiable. 

 

Table (2) Performance index (Ji) of the three 
estimators for the intervals (0-50), (50-487) and (0-

537) min. 

Measured 
Variables 

Ji 
50 min 487 min 537 min 

1
*T 1.7501 0.3495 0.4799 

5
* T 0.5938 0.161 0.2013 

1
*T &

5
* T 

0.2397 0.1752 0.1812 

 
The tests shown in figures (10) and (7) are 
similar but with estimator initial conditions 
of [100 100 100 100 100]T. The temperature 
error response (case I) indicates very good 
tracking and the estimator follows the input 
in less than 30 minutes. The figure also 
shows (case II) that the estimator is capable 
of estimating the drum wall temperature and 
tracks the reference temperature even when 
random and unequal initial conditions of 
[100 60 60 60 30]T are used. 

 
Figure (10) Temperature error response with two 

different initial conditions. 
 
 To demonstrate the performance of 
the estimator under other operating 
conditions, three cases were considered. The 
first case is that of a boiler shut-down after 
about 5 hours from heating start up. The 
estimator behavior is shown in figure (11). 
Such a case may arise if a decision is taken 
by the power station engineers to shut-down 
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the boiler due to a failure alarm in any one of 
the plant’s units. The estimator is based on 
the *T5 measurement with estimator initial 
conditions of [60 60 60 60 60]T. The second 
case study is shown in figure (12) where for 
some reason or another estimator is started 
after 2.5 hours from boiler start up. The 
estimator uses *T5 as temperature 
measurement and with initial conditions of 
[60 60 60 60 60]T. 

 
Figure (11) As in figure (7a) but with boiler shut-
down after about 5 hours from heating start up. 

 
Figure (12) As in figure (7a) but the estimator is 

initiated 2.5 hours after boiler start up. 

 Finally, the estimator performance is 
examined with the presence of process noise 
in the plant dynamic model. Using 
uncertainty ( kw ) in the dynamic model 
(equation (8)), two sets of numerical tests 
were carried out as shown in figures (13) to 
(15) with uncertainty of 0.1 and 0.01. The 
temperature noise ( kv ) was  2 C in *T5 for 
all tests. Figure (13) shows that the estimator 
estimates the drum wall temperature 
difference and tracks the reference 

temperature closely. Figure (14) shows that 
the maximum wall temperature difference 
between the estimated and the reference 
model temperatures is –7 and 13 C. Since 
the plant noise is of a random nature, a series 
of tests were conducted and the maximum 
deviation in all these tests was within 30 oC 
temperature range for the first 15 minutes of 
the run time. In all these tests the estimator 
output is within 7% of the true value after 30 
minutes from the start up. Reducing the plant 
noise uncertainty leads to reduces the 
estimation error. Figure (15) is a repeat the 
test shown in figure (14) but with plant 
model noise uncertainty of  0.01. The 
temperature difference error is within ±4 oC. 

 
7. Conclusions 
        A classical estimator (Kalman filter) 
was designed to estimate boiler drum 
temperature wall differential, a crucial issue 
in limiting drum's thermal stresses especially 
at the start up. The proposed system is simple 
in the sense that it requires a single 
thermocouple located at the outer surface of 
the drum and a software estimator. The 
model should be accurate enough to get good 
estimation in reasonably short time. The 
quality of the model affects the estimation. 
Many sets of initial conditions were used in 
the numerical experiments of the estimator. 
The estimator performance was as expected, 
rather slow at the beginning of the 
estimation. It takes about 30 minutes to 
estimate wall temperature difference with an 
accuracy of 1C. The quality of the 
estimation increases from start up to finish. 
The results indicated robust estimator 
performance with regard to the variation in 
initial conditions. The performance of the 
estimator was not seriously influenced even 
with 100% error in initial conditions. 
Temperature estimation using software 
solution is simple and cheap as compared 
with hardware solution. Thus, attention must 
be paid to the application of the estimation 
techniques, which can provide solutions to 
many engineering problems especially those 
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where the operating environment is harsh 
such as those of power station boiler drums. 
Future work is to be directed to improve the 
boiler drum model by including inner and 
outer surfaces heat transfer conditions. 

Figure (13) Estimator performance with 0.1 plant 
model noise uncertainty. 

Figure (14) Typical temperature error response with 
0.1 plant noise uncertainty. 

 
Figure (15) Typical temperature error response with 

0.01 plant noise uncertainty. 
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Abstract 

Communication networks efficiency 

depends upon many factors among which is 

the “Topology”, which makes topology 

optimization an important issue to care for. 

One important thing in optimization 

problems is the formulation of objective 

functions. For the case of topology design it 

is not a straightforward matter to develop an 

efficient topology model as well as objective 

functions to be used in the optimization 

process, and an effective unconventional 

approach is needed.   This paper is concerned 

with enhancing the already existing set of 

formulas, relating topology and topology 

properties modeling and topology design 

objectives, by proposing a 3-dimensions way 

of modeling that can serve network analysis, 

design, and optimization. The approach is 

based on graph theory. The proposed model 

and formulas can be easily programmed.  

 

Keywords: Network topology, Modeling, 

Graph theory.  

 

 

1- Introduction 

     One of the very important matters in 

engineering analysis and design is how to 

model the given problem as all. By the 

problem it is meant the system under 

consideration as well as the design targets or 

objectives.  The problem representative 

model should reflect fairly the features of 

interest in the given   system   besides   the  

 

design objectives, and should be suitable for 

the following analysis and design work [1,2]. 

For this to happen, the representation 

adopted must suits a sufficient and efficient 

analysis, design, and optimization methods 

and tools, whether those already existing in 

the first place, or those that could be 

developed. When optimization methods are 

judged their suitability, time it consumes, 

difficulty, implementation robustness, and 

accuracy, are among the things to be 

considered and the objective function is one 

of things affecting these points [3]    

     Different modeling ways do exist among 

which and the most important is the 

mathematical one. The model must be as 

much as possible direct, simple, general, 

reasonable mathematically, and practical for 

computation and programming purposes. 

Model generality implies that it could serve a 

lot of work purposes or targets and flexible to 

cover different features of interest in 

representation, analysis purposes, and design 

features and targets [1 ]. 

     Graph Theory (G.T.) is very useful for the 

purposes mentioned above when it comes to 

modeling, analysis, and design of 

communication network topology, noticing 

that topology itself is a structure [4].  

Topology design optimization is a very 

important issue as it affects cost, 

survivability, and efficiency of the 

communication network [5]. Routing is just 

an example of network related matter that is 

affected by topology [6]. 

     This work proposes a 3-dimensional way 

for modeling the topology. The approach of 

Paper Reference: ECCCM 10/20 
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developing the proposed model makes use of  

G.T. ideas, tools, and theorems. 

 

 

2- Modeling Network Topology and Its 

Properties with Graph Theory  

           Graph theory is a branch of 

mathematics concerned mainly about 

structures. This theory is concerned with 

patterns of relationships among pairs of 

abstract elements [2]. Graph theory has many 

practical applications in various disciplines 

like engineering, biology, computer science, 

economics, mathematics, medicine, and 

social science [7]. 

           Graphs are excellent modeling tools, 

and graph theory is quite useful when the 

main interest is in the structural properties of 

any empirical system as it provides concepts, 

theorems, and methods appropriates to the 

analysis of structures [7,4].   

       Graph theory represents structures as 

graphs which in turn will be represented as 

matrices. These matrices of the way nodes 

are connected in the graph are called 

adjacency matrices. Graph theory could be 

used to model network topologies, keeping in 

mind that the topology of a network is in 

reality a structure, as well as many topology 

properties and measures [1]. Figure (1) 

shows a simple network with its 

corresponding graph and adjacency matrix. 

 

 

 
 

 

 

 
 

Figure (1): A sample network topology with its 

representative graph and adjacency matrix. 

 

     With graph theory many useful topology 

properties could be computed.  Figure (2 ) 

shows a 10 nodes sample network with its 

adjacency matrix and two properties, the first 

of which, the distance (geodesic) matrix, 

gives the shortest paths length between nodes 

while the other, reachability matrix, shows 

what a given node can reach of the other 

nodes [1] .  

 

 
 

 
 

Figure (2): A 10 nodes sample network with 

its adjacency matrix and two properties. 

 

       Another important matrix is the number 

of geodesics matrix which gives the number 

of geodesics between each pair of nodes. 

Figure (3) shows an example for this matrix 

[1].   
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      All of the matrices given so far are two 

dimensional arrays. Finding the distance 

matrix involves in part of it repetitive logic 

multiplication of the adjacency matrix [2]. 

Each stage of multiplication reveals paths of 

certain length. 

 

 

 
 

Figure (3): A 15 nodes sample network with 

its adjacency and geodesics matrices. 

 

   For example, logic multiplication of 

adjacency matrix (A) by itself, i.e. A
2
 #, 

results in a matrix indicating the paths of two 

links length, and A
3
 # indicates the paths of 

three links length, and so on. But one of the 

disadvantages with this approach is that it 

results in invalid paths. For example in 

Figure (4), A
4 

# indicates that there is a path 

of length four between node 1 and node 4 

which moves through nodes this way, 

1,5,4,3,4. Of course such a path is not 

acceptable as part of the path which passes 

from node 4 to 3 and back to 4 is not needed 

at all.  

      Moreover, the matrices produced with the 

given approach do not tell the nodes through 

which the path travels through. Also two 

matrices are needed to indicate the geodesics 

length and the number of geodesics. 

 

 

 

Figure (4): A 5 nodes network with the 

adjacency matrix and the matrix of  

Paths of length four (A
4
 #). 

 

 

 

3- A Proposed 3-Dimensional Modeling 

Array.  

     To avoid some limitations of the two 

dimensional matrix approach mentioned 

earlier, here a three dimensional array is 

proposed. To explain the difference between 

the two cases, the sample network of Figure 

(5) will be used to apply the proposed 

modeling approach.   
 

 
 

A sample simple      Adjacency matrix A 

                   Network              (paths of length 1) 
 

  

                     A
2
 #                  A

3
 #                     

Figure (5): A sample network with the 

adjacency matrix and its logic powers  

of 2, and 3. 

       The proposed method adopts the idea of 

modeling paths rather than links. But of 

course the links are still contained within the 
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paths models. It also adopts the concept of 

levels. So A
1
 (3,2) (or A(1,3,2)) means paths 

from node 3 to node 2 of level or length 1, 

and A
4
 (1,5) (or A(4,1,5)) means paths from 

node 1 to node 5 of length 4, and so on. As it 

is seen, this is a three dimensional 

representation of paths. For each level, i.e. 

path length, each path will be represented by 

a two dimensional array. Figure (6) gives 

some examples of paths representation 

regarding the sample network of Figure (5).   

 

  

A1 (1,2)                   A1 (2,1) 

  

A1 (4,5)               A1 (3,2) 
Note: empty cells here mean 0 and states for no link 

existence. 
 

Figure (6):  Representation of some sample 

paths for the network in Fig.(5). 

 

The proposed approach could be used to 

represent topology and to compute its 

properties and goodness measures. Also the 

model could be used to compute path 

weights depending on links weights.   A 

sample for such a model for a 5 nodes 

network is shown in figure (7). The shown 

array is of size (4×5×5).  For such a network 

the maximum path length will be 4, and in 

general the maximum path length equals the 

number of nodes in the network minus one. 

Such an array gives the following 

information: 

- Direct links between nodes (i.e. paths 

of length1). This means that the 

adjacency matrix will be included in 

this model. 

- Paths existence between nodes and 

length of such paths and the number 

of such paths. 

- The nodes through which a given 

path travels. 

 

 
 

Figure (7): A 3-dimensions array which 

models topology for a 5 nodes network. 

 

To fill the whole cells of such an array with a 

network of n nodes, the following algorithm 

is used:  

i. Do a loop for k=2 to n-1 

ii. Do a loop for s=1 to n 

iii. Do a loop for d=1 to n, s≠d 

iv. Find: 

A
k
(s,d)= (A1 (s, i)  +  Ak−1 (i, d)) ×𝑛

𝑖=1

 (PE A1 s, i  ) ×  (PE(Ak−1 (i, d))) 

…………...(1) 

Where: 

-   n = number of nodes in the network. 

-   S,d: source and destination nodes. 

-   PE = Path Existence 

-   PE 𝐴𝑧(𝑣, 𝑤) means path existence 

between node v and w with length z and is 

found using the following formula: 

  𝑎𝐴𝑧  𝑣,𝑤 
𝑛
𝑙=1

𝑛
𝑚=1 (𝑚, 𝑙) 

Where   𝑎𝐴𝑧 𝑣,𝑤   (𝑚, 𝑙 )   is an element of the 

matrix  A
z
(v,w )  defined  by  row  m   and 

column l, and ∪ stands for the OR function. 

-   Path length from a node to itself is zero. 
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v. Eliminate possibility that the target 

path from s to d contains a link 

from s to d: 

𝐴𝑘(𝑠, 𝑑) =

 𝑎𝐴𝑘 𝑠,𝑑  𝑠, 𝑑 𝑁𝐴𝑁𝐷 𝑎𝐴1 𝑠,𝑑  𝑠, 𝑑  × 𝐴𝑘(𝑠, 𝑑)                             

………. (2)                  

vi. Eliminate possibility of link 

repetition in a path: 
 

𝐴𝑘 𝑠, 𝑑 =

    𝑎𝐴𝑘 𝑠,𝑑  𝑖, 𝑗  𝑁𝐴𝑁𝐷𝑎𝐴𝑘 𝑠,𝑑  𝑗, 𝑖 
𝑖−1
𝑗=1  𝑛

𝑖=2  ××

𝐴𝑘 𝑠, 𝑑                                   …….(3) 

 

vii. Back to loop iii. 

viii. Back to loop ii. 

ix. Back to loop i. 

x. End. 

 

       In what follows the procedure above will 

be used to find paths of levels (length) other 

than 1 for some sample cases.  
 

Example ((1)):     finding  A
2
 (5,1). 

 

Step 1: Find preliminary A
2
 (5,1): 

A
2
(5,1)  = (A1 (5, i)  +  A1 (i, 1)) ×𝑛

𝑖=1

 (PE A1 5, i  ) ×  (PE(A1 (i, 1))) ….. (4)    

Equation  4 then yields: 
A2(5,1)  = 0 + A1 (5,2) + A1 (2,1)+ 0 + 0 + 0 

 

   =   +  

A1 (5,2)               A1 (2,1)  

 

, and so A
2
 (5,1) =      

 

    The result is very indicative and it 

indicates that there is single path of length 2 

links from node 5 to node 1. 
 

Step 2: Eliminate the possibility that the path 

contains link 5,1: 

𝐴2 5,1 =  𝑎𝐴2 5,1  5,1 𝑁𝐴𝑁𝐷 𝑎𝐴1 5,1  5,1  ×

𝐴2(5,1)                                    ………. (5)                  

So:  A
2
 (5,1) = (0  NAND   0) × A

2
 (5,1)  

=  A
2
 (5,1) 

 

Step 3: Eliminate possibility of link 

repetition in the path: 
 

𝐴2 5,1 =

    𝑎𝐴2 5,1  𝑖, 𝑗  𝑁𝐴𝑁𝐷𝑎𝐴2 5,1  𝑗, 𝑖 
𝑖−1
𝑗=1  𝑛

𝑖=2  ×

𝐴2 5,1         …….(6) 

And so: A
2
(5,1) = 1× A

2
(5,1) = A

2
(5,1) 

 

Example ((2)): finding  A
2
 (2,5):   

 

Step 1: Find preliminary A
2
 (2,5): 

 

A
2
 (2,5) =  (A1 (2, i)  +  A1 (i, 5))   ×𝑛

𝑖=1

   (PE A1 2, i  )   ×    (PE(A1 (i, 5))) 

              =    0 + 0 + A1 (2,3) + A
1
 (3,5)   + 

A
1
 (2,4) + A

1
 (4,5)   + 0 

 

=    + + 

            A1 (2,3)                        A1 (3,5)    

 

 +  

A1 (2,4)                      A1 (4,5) 

=    +  

 

and so A
2
 (2,5) =     

 

    The next steps could be checked as well 

and still the result will be as it is as there are 

no eliminations. The result indicates that 

there are two paths of length 2 links from 

node 2 to node 5. The first is 2,3,5 and the 

second is 2,4,5. 
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Example ((3)): finding A
3
 (2,4):   

Following the same procedure as above we 

get: 
 

A
3
 (2,4) = A

1
 (2,1) + A

2
 (1,4)   

=           +      
A1 (2,1)                          A2 (1,4)   

 

            =       

 

     With applying the elimination step 

A
3
(2,4) will be 0 which means that it does 

not exist as a valid path.  

 

 

 

4- Assessments of Results and Conclusions 

      A three dimensional model has been 

proposed to model network topology. The 

model has been developed based on graph 

theory ideas and theorems. The proposed 

model adds some important features to The 

proposed model can provide the following 

information about topology: 

 

- The adjacency matrix of the network 

topology which defines the direct links 

and direction between the network nodes. 

- The existence of paths between any nodes 

pair, and the number of such paths. 

- The length of the existence paths. 

- The nodes through which a given path 

could travel starting from a given source 

node towards a given destination node. 

 

In addition to the features just mentioned, the 

new model excludes any invalid paths in 

which a link is traversed more than once.   

The introduced model can serve computing 

topology properties and topology measure as 

well. The model can be used to compute 

paths weights depending on links weights 

when they are defined. The formulas 

developed in the work suits programming 

purposes, and could be used to develop 

objective functions for network topology 

optimization approaches and programs.  
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Abstract  

   This study aims to determining the 

irrigation scheduling for maize crop during 

autumn season in Mosul area with a 

computerized simulation model and applied 

this results in experiment carried out in field 

of Technical Institute of Mosul for season 

2009  .The simulation was based on 16 years 

of climatologically data for the period1985-

2000for Mosul station , which include 

average daily maximum and minimum 

temperatures , maximum and minimum 

relative humidity, wind speed , and sunshine 

hours, and were used to calculate daily 

reference evapotranspiration with Penman-

Monteith equation and crop  

evapotranspiration with dual crop coefficient 

.The results of simulation model were 

compared with measured using correlation 

coefficient r and it gave a good relation for 

this results to four irrigation levels. 
 

Keywords: Simulation model, Irrigation 

scheduling , Maize crop , Mosul area . 
 

1- Introduction : 

   The computer models are essential for 

management of irrigation system and also 

have an important role to mitigate lack water 

resources problems in dry and semidry 

regions. Many computer models were 

developed and written in different languages 

to simulate the soil water balance for 

irrigation scheduling such as CROPWAT 

(Smith 1992) , DSS (Abdullah and Munir 

2003), ISIAMod (Igbadun et al 2006) 

.Irrigation scheduling is defined as the 

process of determining when to irrigate and 

how much water to apply (Hill and Allen 

1996).How much and how often water has to 

be given depends on the irrigation water need 

of the crop. The irrigation water need is 

defined as the crop water need minus the 

effective rainfall. It is usually expressed in 

mm/day or mm/month (Brouwer et al 1989). 

The importance of irrigation scheduling is 

magnified when water supply is short and 

costs are high or when soil conditions exist 

which restrict water movement or root 

development (Jensen et al 1970). Therefore it 

is the primary tool to improve water use 

efficiency and raise yields, and in turn will 

lead to higher incomes and greater 

availability of water resources, and provoke a 

positive effect on the quality of soils and 

groundwater (Smith et al 1996). There are 

several common irrigation scheduling 

approaches include (Hill and Allen 1996):  
1. Irrigating on fixed intervals or following 

a simple calendar, i.e., when a water turn 

occurs or according to a predetermined 

schedule;  

2. Irrigating when one's neighbour irrigates;  

3. Observation of visual plant stress 

indicators;  

4. Measuring (or estimating) soil water by 

use of instruments or sampling 

techniques such as feel, gravimetric, 

electrical resistance (gypsum) blocks, 

tensiometers or neutron probes;  

5. By following a soil water budget based 

on weather data and/or pan evaporation; 

6. Some combination of the above 

 

   The objective from this study is to 

determining irrigation scheduling for maize 

crop during autumn season in Mosul area 

with a computerized simulation model and 

applied this results in experiment in Mosul 

area in north of Iraq . 

 

Paper Reference: ECCCM 10/12 
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2-Evapotranspiration (ET): 

     Evaporation and transpiration occur 

simultaneously and there is no easy way of 

distinguishing between the two processes. 

Apart from the water availability in the 

topsoil, the evaporation from a cropped soil 

is mainly determined by the fraction of the 

solar radiation reaching the soil surface. This 

fraction decreases over the growing period as 

the crop develops and the crop canopy 

shades more and more of the ground area. 

When the crop is small, water is 

predominately lost by soil evaporation, but 

once the crop is well developed and 

completely covers the soil, transpiration 

becomes the main process. The ET from crop 

surfaces under standard conditions is 

determined by crop coefficients (Kc) that 

relate ETc to ETo. The ET from crop 

surfaces under non-standard conditions is 

adjusted by a water stress coefficient (Ks) 

and/or by modifying the crop coefficient 

(Allen et al 1998 ).The crop 

evapotranspiration , ETc, is calculated by 

multiplying the reference crop 

evapotranspiration, ETo, by a crop 

coefficient , Kc (Allen et al 1998 ) : 

ETc=KcETo       ------------------------------(1) 

Where 

ETc : cropevapotranspiration  [mm day
-1

], 

Kc  :crop coefficient [dimensionless], 

ETo: reference crop evapotranspiration 

 [mm day
-1

]. 

   The reference evapotranspiration (ETo) is 

defined as the rate of evapotranspiration from 

a hypothetic crop with an assumed crop 

height (12 cm) and a fixed canopy resistance 

(70) [s m
-1

], and albedo (0.23) which would 

closely resemble evapotranspiration from an 

extensive surface of green grass cover of 

uniform height, actively growing, completely 

shading the ground and not short of water 

(Smith et al 1992). The measurement or 

estimation of grass-reference 

evapotranspirationsETo is one of the critical 

components of irrigation scheduling and 

water  management (Irmak et al 2005).It can 

be computed from meteorological data 

(radiation or sunshine hours , air temperature, 

air humidity and wind speed data) with FAO 

Penman-Monteith equation (Allen et al 

1998). The FAO Penman-Monteith equation 

is used in this model , see Fig.1 in 

Appendix1.  

     The crop coefficient, Kc, is basically the 

ratio of ETc to the reference ETo, and it 

represents an integration of the effects of 

major characteristics that distinguish the crop 

from the reference. These characteristics are 

crop height, crop-soil surface resistance, and 

albedo of the crop-soil surface. Kc is defined 

for pristine conditions having no water or 

other ET reducing stresses (Allen et al 2000). 

Allen et al (1998) classified Kc to two types : 

the single crop coefficient and the dual crop 

coefficient (the basal crop coefficient Kcb to 

describe plant transpiration , and the soil 

evaporation coefficient Ke to describe 

evaporation from the soil surface) . Kc varies 

during the growing season as plants develop , 

as the fraction of ground covered by 

vegetation changes, and as plants age and 

mature (Allen et al 2005 ).The dual crop 

coefficient is used in this model , see Fig 1 in 

Appendix 1. 

 

3-Soil water balance: 

   The calculation of the scheduling program 

is based on a soil water balance, Where the 

soil moisture status is determined based on a 

daily accounting of all ingoing and outgoing 

water in the root zone (Smith 1992). This is 

expressed in term of depletion at the end of 

the day by equation of Allen et al (1998): 

iiiiiirir DPETcCRIROPDD   )(1,,
--(2) 

where 

Dr, i  : root zone depletion at the end of day i 

[mm], 

Dr,i-1 : water content in the root zone at the 

end of the previousday, i-1 [mm], 

Pi      : precipitation on day i [mm], 

ROi : runoff from the soil surface on day i 

[mm], 

Ii   : net irrigation depth on day i that 

infiltrates the soil [mm], 
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CRi: capillary rise from the groundwater 

table on day i [mm], 

ETci: crop evapotranspiration on day i [mm], 

DPi: water loss out of the root zone by deep 

percolation on day i [mm]. 

   The values of precipitation, runoff, deep 

percolation and capillary rise from the 

groundwater table were assumed equal zero 

in this model. 

 

4-Readily available water RAW: 

   Allen et al (1998) defined RAW as the 

fraction of TAW that a crop can extract from 

the root zone without suffering water stress: 

RAW= p TAW         --------------------------(3) 

where 

RAW: the readily available soil water in the 

root zone [mm], 

p     : average fraction of total available soil 

water (TAW) that can be depleted from the 

root zone before moisture stress (reduction in 

ET) occurs [0 - 1], 

The depletion p are assumed 0.45 , 0.55 , 

0.65 and 0.75 in this model . 

TAW    : the total available soil water in the 

root zone [mm] . 

   TAW is the amount of water that a crop 

can extract from its root zone, and its 

magnitude depends on the type of soil and 

the rooting depth (Allen et al 1998) : 

TAW=1000 (θFC– θWP) Zr ---------------- (4) 

where 

θFC: the water content at field capacity 

 [m
3
 m

-3
], 

θWP  :the water content at wilting point 

 [m
3
 m

-3
], 

Zr    : the rooting depth [m]. 

   The depth of effective root zone can be 

estimate from (Allen et al 1998) ,see Fig 1 in 

Appendix 1 . In this model (θFC– θWP) is 

assumed 0.15 m
3
 m

-3
 from the typical values 

of silty clay loam soil (Allen et al 1996). 

 

5-The simulation model: 

   The simulation model is shown in Fig 1 in 

Appendix 1, it can be written with any 

languages in computer, and was design to 

estimate: 

1. Daily reference crop evapotranspiration 

(ETo) with FAO Penman-

Monteithequation . 

2. Daily dual crop coefficient Kc=Kcb+Ke. 

3. Daily crop evapotranspiration (ETc) . 

4. Daily soil water depletion in the root 

zone Dr,i. 

5. Irrigation date when Dr,ireaches RAW 

and the how much from the value of Dr,i . 

 

6-Materials and Methods: 

6-1 Experiment: 

     The experiment was carried out at 

Institute Technology of Mosul which located 

in north of Iraq and raised 247 m above sea 

level during autumn season of 2009 in 16
th

 

July , the experiment was designed to 4 plots 

with size 2 m
2
 and 2 replications and 

irrigated using bucket  .The soil texture is 

silty clay loam and water content at field 

capacity was 36 m
3
 m

-3
 and bulk density was 

1.5 gm cm
-3

,the soil properties were given in 

Table 1 in Appendix 2. 

 

 

6-2 Climate area of study: 

     Average daily maximum and minimum 

air temperature , maximum and minimum 

relative air humidity, wind speed , and 

sunshine hours data for five months ( July to 

November ) to 16-year period 1985-2000 

were obtained from Mosul station which 

located at latitude 36º 19
'
 in North of Iraq , 

used to estimate the daily reference crop 

evapotranspiration (ETo) using FAO 

Penman-Monteith equation . 

 

6-3 Basal crop coefficient: 

   The values of the basal crop coefficient 

Kcb for maize were obtained from (Allen et 

al 1998) to standard climate then adjusted to 

climate of Mosul. 
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7- Results: 
7-1 Model results: 
7-1-1 Irrigation water applied: 
   The weather, soil and crop data were used 
in this model to calculated the net irrigation 
depth water which used later in experiment 
for four depletion values (0.45,0.55,0.65,and 
0.75). The depth and time of irrigation are 
listed in Table 2 in Appendix 2. 
 
7-1-2 Water content: 
   The simulated water content by equation of 
Pereira and Allen (1999) see Fig 1 in 
Appendix 1 , are compared with measured 
water content which measured with drying at 
105 °C after the samples were taken from 
soil at depths 15 , 30 , 50 and 75 cm using 
auger soilfor four treatment then multiplying 
by bulk density. The results are plotted for 
the four treatments in the Fig 2 , Fig 3 , Fig 4 
and Fig 5 in Appendix 3. The water content 
measured at depths 30 , 50 and 75 cm closed 
from simulated water content for the 0.45 
and 0.55 depletion levels because the 
irrigation interval is minimal. 
 
 
7-1-3 The consumptive crop water use: 
   The consumptive crop water use (CWU) 
defined as the depth of water (mm) utilized 
by a crop through ET and cultivated under 
given farming conditions in a given growing 
environment (Pereira and Allen 1999).It can 
be measured from soil moisture studies .In 
this research the CWU was measured by 
multiplying the change in mean moisture 
content of soil profile on base volumetric 
(before and after irrigation) ,   , by the 
rooting depth for each irrigation , and before 
harvest .The Fig 6 in Appendix 3 shows the 
simulated and measuered the consumptive 
crop water use .The correlation coefficient r 
between simulated and measuered the 
consumptive crop water use is 0.98 . 
 
 
 
 

7-2 Results of experiment: 
7-2-1 The crop properties: 
   The crop properties were measured for five 
plants elected to each treatment, and listed in 
Table 3 in Appendix 2. From the Table 3 
concluded that the maximum yield of crop 
gave treatment 1 under depletion 0.45 
because it received maximum water applied. 
 
 
8- Conclusion: 
   Irrigation scheduling is contributed in 
reducing water losses and improving 
production of yield. The simulation model is 
used to estimate how much and when 
irrigated for maize crop during autumn 
season in Mosul area. It depend on Penman-
Monteith equation and dual crop coefficient 
for calculation irrigation scheduling .The 
results are showed thatirrigation scheduling 
at 0.45 depletion gave maximum the net 
irrigation depth, number of irrigations and 
yield  .  
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Appendix 1. 
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( I )i=(Dr)i  
NDI=∑(Dr)i  

Yes No 

Is 
the (Dr)i 

exceeds or 
equals 

( RAW)i ? 

Stop the  
Simulation model 

 

Yes No 

Output : Irrigation depth  
Irrigation Interval  
 

 Is 
the i equals 

the total growing            
length(L)? 

:psychrometric constant, 

:slope of saturation vapour 
pressure, 

 :Albedo equals 0.23. 

 :latitude with Radians, 

 :simulated volumetric water 

content, 

 :solar declination 

De,i :cumulative depth of 
evaporation, 
ea :actual vapour pressure, 
es: saturation vapour pressure. 
ETcadj :  adjusted (actual) crop 
evapotranspiration, 
fc: The fraction of  soil surface that 
is covered by vegetation, 
few: fraction of the soil that is 
both exposed and wetted, 
fw :average fraction of soil surface 
wetted, 
G: the soil heat flux equals zero 
h:mean maximum plant height 
i:number of day, 
J:the number of the day in the 
year between 1(1 January) and 
365 or 366 (31 December) 
Kcb : basal crop coefficient, 
Kcbini : basal crop coefficient for 
initial stage equals 0.15 , 
KcbTable :the value for Kcbmidor 
Kcbend, 
Kcmax: maximum value of Kc 
following rain or irrigation, 
Kcmin: the minimum Kc for dry bare 
soil with no ground cover equals 
0.15, 
Ke : soil evaporation coefficient, 
Kr :dimensionless evaporation 
reduction coefficient, 
Ks: water  stress coefficient, 
L: total growing length equals  
(Lini+Ldev +Lmid+Lend) 
Ldev :length of development  stage 
of crop , 
Lend :length of end stage of crop , 
Lini : length of initial stage of crop,  
Lmid :length of mid stage of crop , 
Lstage :length of the stage under 
consideration, 
n: sunshine duration , 
NDI :net depth of irrigation, 
Ra: extraterrestrial radiation, 
REW: readily evaporable water) , 
RHmax : maximum relative 
humidity , 
RHmin : minimum relative humidity 
, 

Rn: net radiation , 
Rs: solar or shortwave radiation,  

T:mean  air  temperature, 
TEW :total evaporable water, 

Tew,i:depth of transpiration from 
the exposed and wetted fraction 

of the soilsurface layer on day i 
equals zero , 

Tmax : : maximum air temperature, 
Tmax,K :maximum absolute 
temperature during the 24-hour 
period [K = °C + 273.16], 
Tmin :  minimum air temperature , 
Tmin,K : minimum absolute 

temperature during the 24-hour 

period [K = °C + 273.16], 
U2: wind speed at 2 m , 
Z : elevation of station , 

Ze: depth of the surface soil layer, 
Zr :the rooting depth, 
Zrmax :maximum rooting depth, 
Zrmin :minimum rooting depth. 
Σ(Lprev) :sum of the lengths of all 
previous stages , 
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For i >Lini   and 

For i <=(Lini+Ldev) 

 

For i <= Lini 

For fw<=0.4 

For fw>0.4 

For i >Lini   and 
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Daily dual crop coefficient Kc=Kcb+Ke and crop evapotranspiration (ETc). 

Daily FAO Penman-Monteith reference crop evapotranspiration (ETo)  

Daily soil water depletion in the root zone Dr,i. 

Readily available soil water in the root zone RAW ,the root zone depth Zr . 
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Simulated volumetric water content 
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The Dr, i and De,i  equal zero  

Fig 1 shows structural of simulation model 
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Appendix 2. 

 

Table 1 shows the soil properties of experiment. 

50-75 cm 25-50 cm 0-25 cm Depths 

40 40 24.775 Clay % 

44.7 44.625 32.275 Silt % 

15.3 15.375 42.95 Sand % 

Silty clay loam Silty clay loam  loam Texture 

0.2 0.1 0.1 Electric conductivity 

(ds m
-1 

) 

7.32 7.8 7.94 PH 

15 15 10 Sodium Na (ppm) 

1 3 2 Potassium K (ppm) 

 

Table 2 shows model results the depth and time of irrigation which used in experiment. 
 

Treatment 1(0.45p) Treatment 2(0.55p) Treatment 3(0.65p) Treatment 4(0.75p) 

Time Depth 

mm 

Time Depth 

mm 

Time Depth 

mm 

Time Depth 

mm 

16/7 31 16/7 31 16/7 31 16/7 31 

19/7 22 19/7 22 20/7 26 21/7 29 

21/7 17 22/7 23 24/7 26 26/7 30 

23/7 18 25/7 24 28/7 27 31/7 29 

25/7 18 28/7 24 1/8 27 5/8 30 

27/7 18 31/7 24 5/8 29 18/8 60 

29/7 18 3/8 24 13/8 42 2/9 98 

31/7 18 6/8 24 23/8 62 18/9 113 

2/8 18 11/8 33 5/9 91 7/10 116 

4/8 18 18/8 45 18/9 99   

7/8 23 27/8 63 5/10 98   

10/8 25 2/9 83     

14/8 30 19/9 84     

19/8 39 31/9 84     

26/8 50 26/10 84     

4/9 65       

14/9 70       

23/9 70       

6/10 70       

26/10 70       

Sum 708  672  558  536 
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Appendix 2 continued. 

 

     Table 3 shows the yield of average five plants elected to each treatment. 
 

 Treatment T1 T2 T3 T4 

Grain  (g/plant)  72 48 33 0 

Number of ears in plant 1.2 1.2 1 1 

Weight of ear (g)   214 132 115 50 

Length of ear (cm) 24 22 20 10 

Number of rows in ear 32 32 19 - 

Weight of leaves and stem (g/plant) 256 184 153 135 

Length of leave (cm) 77 69 59 49 

Width of leave (cm) 10 8 6 5 

 

 

Appendix 3. 
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Appendix 3 continued . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig 6 shows the simulated and measuered the consumptive crop water use 
for all treatment 
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INDOOR PROPAGATION MODELING FOR WIRELESS LOCAL 
AREA NETWORK (WLAN) 

 

Samir M. Hameed 
Iraqi Commission for Computers and Informatics (ICCI) 

engsamir74@yahoo.com  
 
Abstract 
     This paper presents indoor propagation 
modeling for wireless area network at 
2.4GHz. Different propagation path loss 
models are simulated such as the 
International Telecommunication Union 
(ITU) and the log-distance path loss models. 
ITU model is tested in residential or office 
environments, and is examinant; whatever 
the position of the Access Point (AP) and the 
WLAN cards on the same floor or in other 
floors. Log-distance path loss model is tested 
and simulated; from this model the effects of 
the shadowing deviation can be seen. 
Practical measurements will be taken by 
using a laptop equipped with the 
NETSTUMBLER 0.40 software to see the 
impression of walls and doors. Different 
charts are illustrated to view the responses of 
ITU and log-distance path loss models versus 
distances, path loss, transmitting power and 
receiving power. Practical data are also 
plotted in different cases, for open area 
between AP and mobile user and in randomly 
positions case.      
 
Keywords: WLAN, Indoor Propagation 
Models, ITU and Log Distance Path Loss 
Models 
 

1-Introduction 
     Today, wireless area networks WLANs 
based on the IEEE 802.11standard constitute 
a practical and interesting solution of 
network connection offering mobility, 
flexibility, low cost of deployment and use 
[1,2]. The number of people using wireless 
networks in an indoor environment increases 
very rapidly. Therefore, an efficient planning 
and developing for indoor communication is 
definitely essential. The indoor environment 
is considerably different from the typical  

outdoor environment and in many ways is 
more hostile. Modeling indoor propagation is 
complicated by the large variability in 
building layout and construction materials. In 
addition, the environment can change 
radically by the simple movement of people, 
closing of doors, and so on [3-6]. There are 
several causes of signal corruption in an 
indoor wireless channel; the primary causes 
are signal attenuation due to distance, 
penetration losses through walls or floors and 
multipath propagation. Signal attenuation 
over distance is observed when the mean 
received signal power is attenuated as a 
function of the distance from the transmitter. 
Thus, the received signal arrives as an 
unpredictable set of reflections or direct 
waves or both, each with its own degree of 
attenuation and delay. 
     The modeling of the propagation path 
needs to take into account a number of 
effects. These include the following [3-7]: 
Path loss: The signal gets reduced in power 
with the distance it traverses following an 
inverse square law. So, ITU and log-distance 
path loss models are presented in this paper 
for understanding the affecting parameters in 
the path loss for WLAN. 
Shadowing: Scattering environments along 
various propagation paths will be different, 
causing variations with respect to the 
nominal value given by the path loss. Some 
paths will suffer increased loss; while others 
will be less obstructed and have increased 
signal strength. The log-distance path loss 
model is a modified power law with a log-
normal variability, similar to log-normal 
shadowing. Some “typical” values from Ref 
[3,4] are given in Table 3. This phenomenon 
is called shadowing or slow fading and is 
said to follow log-normal fading statistics. 

Paper Reference: ECCCM 10/65 



ECCCM 2011, January 30 – 31, 2011                                                         University of Technology   
Control and Systems Engineering Department                                                Baghdad-Iraq             

199 
 

Multipath: These effects are caused by the 

local scattering environment around the 

access point (AP). Fig. (1) shows a 

representation of multiple signal paths in an 

indoor wireless implementation, where the 

signal lines intersect are points of likely 

multipath reception problems and negative 

effects on wireless network signal integrity 

[8]. The solution of this problem is to get an 

access point closer to the users, or increasing 

the transmitted power. 

     This paper is organized as follow: Section 

2 presents the ITU indoor path loss model 

and its expression. Log-distance path loss 

model is presented in Section 3. Section 4 

presents calculations and measurements 

results for the following cases: single floor 

scenario based ITU model for both home and 

office conditions, multi floors scenario based 

ITU model, shadowing deviation effects 

scenario based log distance path model and 

finally the practical measurements. The last 

Section summarizes the paper and discusses 

the results.

 
Fig. (1) A representation of multiple signal 

paths in an indoor wireless network. 

2-The ITU Indoor Path Loss Model 

     The indoor propagation path loss 

prediction for ITU model in dB is [4,5,9] : 

 

28)()()(20  nLfdNLogfLogLtotal   (1) 

 

Where,  N is the distance power loss 

coefficient, f is frequency of transmission in 

MHz, d is the distance in meter between AP 

and WLAN adapter card, Lf(n) is the floor 

penetration loss factor and n is the number of 

floors between the transmitter and the 

receiver. 

     The distance power loss coefficient, N is 

the quantity that expresses the loss of signal 

power with distance. This coefficient is an 

empirical one, some values are provided in 

Table 1. The floor penetration loss factor is 

an empirical constant dependent on the 

number of floors the waves need to penetrate; 

some values are tabulated in Table 2. 

 

Table 1 Power Loss Coefficient Values, N, 

for the ITU Model 
Frequency 

Band 

Residential 

Area 

Office 

Area 

Commercial 

Area 

900 MHz N/A 33 20 

1.2- 

1.3 GHz 
N/A 32 22 

1.8 – 

2 GHz 
28 30 22 

4 GHz N/A 28 22 

5.2 GHz N/A 31 N/A 

 

Table 2 Floor Penetration Loss Factor, Lf(n), 

for the ITU Model 
Frequency 

Band 

No. 

 of 

Floors 

Residential 

Area 

Office 

Area 

Commercial 

Area 

900 MHz 1 N/A 9 N/A 

900 MHz 2 N/A 19 N/A 

900 MHz 3 N/A 24 N/A 

1.8 – 

2.0 GHz 
1-3 4n 15+4(n-1) 6 + 3(n-1) 

5.2 GHz 1 N/A 16 N/A 
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3-Log-Distance Path Loss Model 

     The Log-Distance Path Loss model for 

indoor propagation path loss prediction in dB 

is [4,6,10] : 

 

Stotal X
do

d
NLogdoPLL  )()(                (2) 

Where, PL( do ) is the path loss at the 

reference distance in dB,  , N is the path loss 

distance exponent, d is the path distance in 

meter , do is the reference distance 1m,  Xs is 

a Gaussian random variable with zero mean 

and standard deviation of  in dB. 

The free-space loss is expressed as: 

)
4

(20)(
do

LogdoPL



                            

(3) 

 

The log-distance path loss model is a 

modified power law with a log-normal 

variability, similar to log-normal shadowing. 

Some empirical measurements of coefficients 

N and σ in dB have shown the following 

values for a number of indoor wave 

propagation cases from References [3,4,10]  

are given in Table3. 

 

Table 3, Typical Log-Distance Path Model 

Parameter Measurements 

Building Type 
Frequency of 

Transmission 

N  

(dB) 

Vacuum, 

infinite space 
 20 0 

Retail store 914 MHz 22 8.7 

Grocery store 914 MHz 18 5.2 

Office with hard 

partition 
1.5 GHz 30 7.0 

Office with soft 

partition 
900 MHz 24 9.6 

Office with soft 

partition 
1.9 GHz 26 14.1 

Textile or 

chemical 
1.3 GHz 20 3.0 

Textile or 

chemical 
4 GHz 21 

7.0/

9.7 

Paper or cereals 1.3 GHz 18 6.0 

Metalworking 1.3 GHz 
16/

33 

5.8/

6.8 

 

 

4-Calculations and Measurements Results 

4.1-Single Floor Scenario Based ITU 

Model 

     In this section, single floor scenario is 

simulated based on ITU model, it has been 

tried in an environment of residential area 

and office area by considering application of 

WLAN using IEEE 802.11b standard with 

AP transmission frequency of 2.4 GHz. Let 

Lf(n) = 0 on the same floor, by substituting 

these values in eq.(1), the path loss 

expression for these values is: 

 

)(6.39 dNLogLtotal                                 (4) 

 

From the power loss coefficient values given 

in Table 1, for an office building the value of 

N is found to be 30 and 28 for home area.  

After simulation of  Eq.(4), the response of 

path loss versus distance between the AP and 

WLAN cards can be obtained as shown in 

fig.(2). Consider the transmitted output 

power from AP is 1w or 30 dBm with 6 dBi 

antenna gain,  so, the effective radiated 

power (EIRP) is 36dBm or 4w, neglecting 

the receiver antenna gain, the received power 

for these values is: 

 

)(6.3Pr dNLog     (dBm)                   (5) 
 

The response of ITU model for the received 

power vs. distance is characterized in fig. (3).    

 

4.2-Multi Floors Scenario Based ITU 

Model 

     In multi floors scenario, the floor 

penetration loss factor is 15+4(n-1) as 

mentioned in Table 2, so the path loss 

expression for 2.4 GHz for multiple floor is: 

 

)1(415)(6.39  ndNLogLtotal         (6) 

A graph of the ITU model response shows 

the path loss for multi floors between AP and 

WLAN cards or users  as  illustrated in 

fig.(4) for office area environment, where  

N=30.   
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Fig. (2) Response of the path loss for single floor scenario based ITU model for home area 

compared to office area. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (3) Response of the received power for single floor scenario based ITU model for home 

area compared to office area. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (4) Response of the path loss in multiple floors scenario based ITU model for office area. 
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4.3-Shadowing Deviation Effects Scenario 

Based Log Distance Path Model 

     To study the modeling of wireless indoor 

propagation, it is important to use log-

distance path loss model where the 

shadowing deviation comes into play as a 

significant parameter [6]. The mathematical 

expression of this model is given in eq. (2).  

From eq. (3) the free space loss PL( do ) for 

2.4GHz system is 40 dB, so the eq. (2) 

become as: 

 

Stotal XdNLogL  )(40                          (7) 

 

For our simulation, the appropriate power 

decay index was assumed to be 30 [6]. The 

standard deviation was assigned of value 7 

dB. 

 

The standard normal pdf has a mean of zero 

and a standard deviation of unity. Any 

Gaussian random variable can be converted 

to an equivalent standard normal random 

variable using the transformation [4]: 


SX

z                                                         (8) 

So, the probability of exceeding any 

particular value can be looked up in Table 

A.1 in Ref. [4] for complementary error 

function: 





z

du
u

zQ )
2

exp(
2

1
)(

2


                        (9) 

Consider the coverage area is %90 so from 

the Q function table (Table A.1) [4], p = 0.1 

occurs when 286.1z .  By using eq.(8), Xs 

is 9 dB. 

Now, eq.(7) become as: 

 

)(3049 dLogLtotal                                (10) 

 

The expression of received power in dBm is 

represented in eq.(11),  by assuming (EIRP) 

36 dBm and neglecting receiving antenna 

gain. 

 

)(3013Pr dLog                                (11) 

Fig. (5) Shows the response of the path loss 

versus path distance for log distance model. 

Where the received power in the WLAN 

cards or users for log-distance model is 

shown in Fig.(6).  

 

 
 

Fig. (5) Response of the path loss for the log-

distance model. 

 

 
Fig. (6) Response of the received power for 

the log-distance model. 

 

4.4-Practical Measurements 

     A laptop equipped with the 

NETSTUMBLER 0.40 software was used as 

the receiver detector, operated by a moving 

user [6,8]. The NETSTUMBLER software 

calculates the instantaneous signal strength 

based on a ray-tracing incorporated technique 

of arriving signal components as shown in 

fig. (7). In technical terms, different 

measurement locations were recorded with 

30 dBm transmitting power. Fig (8) shows a 

practical graph for different distances for 

open area between AP and the laptop inside 

the building. Fig (9) shows a practical graph 

but the measurements were taken in different 

locations randomly through the walls to 

examine the building layout and understand 

the obstacles to propagation that are present. 

This experiment was done in home area 

which the approximately sketch as shown in 

fig.(10) with typical dimensions about 200 

m
2
. 
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Fig. (7) The NETSTUMBLER0.40 program. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (8) Response of the received power for open area between AP and the laptop. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (9) Response of the received power for randomly locations between AP and the laptop. 
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Fig. (10) A typical home layout. 

 

5-Conclusions 

     The indoor propagation modeling for 

WLAN had been addressed in this paper. 

Different cases and models were simulated 

and technical requirements were also taken in 

considerations.  The simulations of ITU 

model shows the response of the path loss via 

the distance between the AP and the mobile 

users and it had tried in the same floor and in 

multi floors system as illustrated in fig. (4), 

from this figure we can deduce that it is 

better to have the AP site in the same floor 

with the users to avoid the extra path loss.  

The ITU model had tested in residential area 

and also in office area which is more 

complicated by the frequent movement of 

people and the quantity of partitions as 

shown in fig.(2) , there is a little difference of 

path loss in small distances  and it increases 

with respect to distances, fig.(3) verifies the 

received power (dBm)  at the user site  versus 

distances by considering EIRP 36 dBm and 

ignoring receiver antenna gain. Log distance 

path loss model had been tested and 

simulated. It is important when study indoor 

propagation modeling to highlight the log 

distance, because this model notifies the 

shadowing deviation effects. The response of 

log distance model were plotted as in fig.(5) 

and fig.(6), by considering %90 coverage. 

Practical measurements were taken in 

different positions and distances in house 

area using 802.11b standard wireless 

network. In this work, the used AP as 

transmitter with EIRP 36dBm and using 

laptop equipped with the NETSTUMBLER 

software as receiver. The tested results were 

illustrated as shown in fig. (8) for open area 

between transmitter and receiver and in  

fig.(9) for randomly positions between AP 

and laptop. From these results there is a little 

drift between practical and calculated results. 

It is important to model the indoor 

environments which are useful in design 

WLAN to study the coverage area of AP and 

also to select the transmitting power, 

transmitting antenna gain, receiver antenna 

gain but in the range of Federal 

Communications Commission (FCC) 

conditions [8]. Wireless networking is 

perfect for home and office networking but 

one of the most common problems is to 

select the optimum location for AP to 

allowed either desktop PC or laptop to 

connect by the wireless network. If the 

building area is more than 200m
2
 it is better 

to use more than AP and it is optimum to put 

access points in the center location of floor. 
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Finally the empirical models that presented 

in this work it is not limited to 802.11b 

standards, but it could be used for 802.11g 

with transmitting frequency about 5.2 GHz.  
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FUZZY-GENETIC CONTROLLER FOR CONGESTION AVOIDANCE 

IN COMPUTER NETWORKS 
 

 

 

 

 

 

Abstract 

       In this paper a fuzzy proportional-

Integral (FPI) controller is designed as an 

Active Queue Management (AQM) in 

internet routers to improve the performance 

of PI controller for congestion avoidance in 

computer networks. Firstly the parameters of 

FPI controller are selected by trial and error 

method, but to get the best controller 

parameters the Genetic Algorithm (GA) is 

used as an optimization method for tuning 

the FPI parameters. The analytical results for 

linearized TCP/AQM model are presented in 

MATLAB version 7.0. From the obtained 

results, a faster response time as well as the 

regulation of the output to a constant value 

by the designed FPI controller is clearly 

observed and it is noted that the FPI 

controller provides good tracking 

performance under different circumstances 

for congestion avoidance in computer 

networks. 

 

 Congestion can be defined as filled to 

excess, or overcrowded; for example, 

highway congestion. Although, the best 

solution of congestion is to simply avoid 

situations where and when congestion is 

likely to occur, this strategy isnt always 

possible. Unfortunately, congestion occurs in 

many real world networking environments 

because there is always a bottleneck of some 

sort  a slow computer, a low-speed link, or an 

intermediate node with low throughput [1]. 

Congestion in a computer network is a state  

 

in which performance degrades due to the 

saturation of network resources such as 

communication links, processor cycles, and 

memory buffers. Network congestion has 

well recognized as a resource-sharing 

problem. When too many packets are 

contending for the same link, the queue 

overflows and packets have to be dropped. 

When such drops become common events, 

the network is said to be congested.  It is 

anticipated that this results in better response 

compared to linear controllers due to the 

nonlinear nature of NNPI. 

Several researches have been done in the 

field of congestion avoidance in traffic of 

computer networks. A brief description of 

these researches is submitted in the following 

paragraphs. In the last 80’s Jacobson and 

Karels [2] proposed the end-to-end 

congestion control is algorithms which forms 

the basic for the TCP congestion control. Its 

content that a TCP sender keeps a sending 

window (packets) rate according to the rate 

of dropped packets when a buffer becomes 

full in the router queue.  

   In the last 90’s, Floyd and Jacobson [3] 

presented the RED. Its mechanism is that 

packets are randomly dropped before the 

buffer of queue overflows. And, Braden et al. 

[4] proposed the enhanced end-to-end 

congestion control for AQM.  

  Misra et al.[5] developed a methodology to 

model and obtain numerically expected 

transient behavior of networks with AQM 

routers supporting TCP flows. The solution 

methodology scales well to a large number of 

flows. This modeling/solution methodology 

has a great potential in analyzing and 

understanding various network congestion 
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fuzzy logic controller, Genetic Algorithm, 
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control algorithms. Hollot et al. [6] used 

linearization to analyze a previously 

developed Non-linear model of the 

TCP/AQM. They linearized the model by 

using small-signal linearization about an 

operating point to gain insight for the 

purpose of feedback control to analyze a 

combined TCP and AQM model from a 

control theoretic standpoint and ability to 

present design guidelines for choosing 

parameters that lead to stable operation of the 

linear feedback control system. 

Hollot et al. [7] proposed PI controller based 

on the linear control theory. The main 

contribution is to convert the congestion 

control Algorithm into the controller design 

problem within the framework of control 

theory in AQM system by studying a 

previously developed linearized model of 

TCP and AQM. The controller showed better 

theoretical properties than the well known 

RED controller. 

Waskasi et al. [8] developed a new AQM 

algorithm based on neural networks. PI 

controller based on Artificial Neural 

Networks (ANN) is applied to AQM for the 

objective of congestion avoidance and 

control in middle nodes. The proposed 

controller is simple and can be easily 

implemented in high-speed routers. Neural 

Network PI (NNPI) dynamically adapts its 

parameters with respect to changes in the 

system. 

    Yann et al.  [9] proposed an AQM based 

on the Lyapunov theory for time delay 

systems. With the help of Lyapunov-

Krasovskii functional and using a state space 

representation of a linearized fluid model of 

TCP/AQM which is extended to the robust 

case where the delay in the loop is unknown. 

Al-Hammouri [10] developed analytical 

characterization of the complete stability 

region of the PI controller for TCP/ AQM 

model .The analytical challenge is the 

presence of time-delays in the TCP-AQM 

feedback loop. The complete stability region 

provides an in-depth understanding of the 

performance of PI controller under different 

network parameters. 

Kang et al. [11] proposed the LQ-Servo 

controller for AQM routers. The proposed 

controller structure is made by taking a 

traditional servo mechanism based on Linear 

Quadratic (LQ) approach. The proposed LQ-

Servo controller can deal with a good 

tracking performance comparing with PI 

controller. 

Kang et al. [12] developed the LQ-Servo 

controller based on loop shaping method for 

TCP/AQM router in order to meet such 

frequency domain design specifications as 

good disturbance rejection. The simulation 

results show that the proposed controller is 

more effective in getting the good tracking 

responses than PI controller for the varying 

reference queue size in AQM routers.  

 

2. TCP/AQM Model 

    AQM has been extensively analyzed using 

control-theoretical methods. Control-

theoretical approaches lead to stable, 

effective, and robust congestion control 

operation. In [5], the non-linear dynamic 

model for multiple TCP flows control has 

been developed based on fluid-flow theory to 

model the interactions of a set of TCP flows 

and AQM routers in computer networks 

which consist of a system of nonlinear 

differential equations. For the control 

theoretical analysis, it was approximated as a 

linearized constant model by small signal 

linearization about an operating point( W0, 

q0, p0), see [6] for linearization details, which 

leads to the following : 
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The expected queue length q and the 

expected TCP window size W are positive 

value and bounded quantities. And also, the 

probability of packet (mark /drop) p takes 

value only in [0 ,1] . 

 

Taking the Laplace transform of equation (1) 

and rearranging the following transfer Taking 

the Laplace transform of equation (1) and 

rearranging the following transfer functions 

are obtained: 
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So, the overall plant transfer function becomes: 
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And can be expressed as: 
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Thus, the block diagram of linearized AQM 

control system is shown in Fig.1. In this 

diagram Ptcp (s) denotes the transfer 

function from loss probability δp(t) to 

window size δW(t) , Pqueue (s) denotes the 

transfer function from δW(t) to queue length 

δq(t) , and C(s) denotes the transfer function 

of controller. Taking the Z-transform to 

Eq.(5),the designed plant transfer function is 

obtained after considering the sampling time 

half of R0. Precisely and for consider the case 

study with N=60, C=3750 packets/sec and 

R0=0.253 sec the following discrete transfer 

function are obtained.  

21
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Fig.1:Block diagram of a linearized AQM as feedback 

control. 

3. Controller Design  

3.1. Conventional PI controller  

     The continuous-time PI controller is 

described by the following expression: 

 
Fig.2: Block diagram of PI controller.  

3.2. Fuzzy PI (FPI) Controller  

    The previous equation (6) gives a 

conventional PI-controller .To provide a 

formal methodology for representing, and 

implementing a human's heuristic knowledge 

about how to control a system, which may 

provide a new paradigm for non-linear 

systems and to get more robust controller that 

can cover a much wider range of operating 

conditions than PI controller and can operate 

with noise and disturbances of different 

nature, a fuzzy PI controller is designed as an 

intelligent controller for congestion 

avoidance in AQM routers. A block diagram 

of a fuzzy PI controller system looks like 

Fig.3. 

where δW(t) ≈ W −W0 , δq(t) ≈ q − q0 , δp(t) 

≈ p − p0, 

)(tW


 denotes the time-derivative of W(t) ,

)(tq


 denotes the time derivative of q(t) , and 

W : Expected TCP window size (packets) 

q : Expected queue length (packets) 

R0: Round-trip time (seconds) 

C : Link capacity (packets/second) 

N : Load factor (number of TCP sessions) 

p : Probability of packet mark/drop 

t : Time 
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Fig.3: Block Diagram of FPI Controller with 

(e & ∫e). 

From Fig3 it is noted that the formulation of 

control rules is difficult with the input 

variable sum-of-error (∑e) because its 

steady-state value is unknown for most 

control problems, because it may have the 

very wide universe of discourse [13]. So 

another configuration gaining more popular 

utilization by the designers which depends on 

the inputs (
e

,
e
 ) which is used by moving 

the integration from the part preceding to a 

fuzzy controller to part following it, and 

integrate the output of a controller not the 

input. When the derivative, with respect to 

time, of the Equation (6) is taken, it is 

transformed into the following equivalent 

expression:  

 dtteKteKtu ip )()()(                   (7) 

where, Kp and Ki are the proportional and the 

integral gain coefficients. A block diagram 

for a PI controller is shown in Fig.2. 

the control signal it needs to integrate the 

output of controller as shown in Fig.4 

 
Fig.4: Block Diagram of FPI Controller with 

 ( e , e


) 

3.3. Specifications of Fuzzy PI Controller  

a) The (Universe of Discourse) UOD 

Partitions and Membership Type 

The UOD of each input control variable    

(
e

,
e
 ) is decomposed into five fuzzy sets 

.The linguistic values of these inputs are: 

(Negative Big) NB, (Negative  Small) NS, 

(Zero) Z, ( Positive Small) PS, ( Positive 

Big) PB and the control Signal of output 

variable (u) is decomposed into seven fuzzy 

sets that have the linguistic values: (Negative 

Big) NB, (Negative Medium) NM, (Negative 

Small) NS, (Zero) Z, Medium) NM, 

(Negative Small) NS, (Zero) Z, (Positive 

Small) PS, (Positive Medium) PM, (Positive 

Big) PB. The UOD for inputs ( e , e


) and 

output control variable (u) are normalized 

between (-1,1) and for simplicity and 

effectiveness, triangular and trapezoidal 

shapes are chosen as membership functions 

for inputs ( e , e


) and Singleton for output 

(u) as shown in Fig.5. 

 

b) Formation of Rule Bases and 

Defuzzification Method 

The proposed rule base contains 25 rules, 

with a linguistic description of domain expert 

knowledge in the “if-then” form. The FPI 

controller rules are obtained by expertise and 

the trial-and-error method. The rule base of 

the designed FPI controller is shown in Table 

(1), where Mamdani fuzzy rules are used to 

perform the fuzzy rules with Mamdani 

)(/)( teK
dt

de
Kdttdu ip                       (8) 

So the controller output is not a control 

signal, but as a derivative of a control signal. 

To get  

and the above ever mentioned sets give the 

better response. The first rule is 

outlined below, Rule 1: 

If ( e ) is NB AND ( e


) is NB THEN u is NB 

 
 

Fig.5: Fuzzy Input and Output Memberships with 

Normalized UOD. 
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Table (1): Fuzzy Rule Base. 

u 
e 

NB NS Z PS PB 

e


 

NB NB NB NM NS Z 

NS NB NM NM Z PS 

Z NM NM Z PM PM 

PS NS Z PM PM PB 

PB Z PS PM PB PB 

      

3.4. FPI Based Genetic Algorithm 

     GA method is used as alternative to trial 

and error method since it is a suitable 

optimization method to find best FPI 

parameters (Ki, Kp, Ku) according to 

minimization of the criterion ITAE set in 

equation (8) to get the maximized fitness of 

minimum inference method that is used in a 

fuzzy rule to determine the rule outcome 

from the given rule input information. The 
center of gravity method is used in 

defuzzification to convert fuzzy sets to a real 

number. It worth mentioning that other sets 

of input and output membership function and 

fuzzy rules are used  
is achieved or the value of fitness is fixed for 

next generations.  


ft

dtetITAE
0

                          (9)  

where, 
ft : the final time of simulation. 

Fitness=1/(1+ITAE)                              (10) 

4. Network Topology Scenario  

  Fig.6. shows the network case study taken, 

where the simulation is conducted for a 

single link (Bottleneck link) that has a 

bandwidth capacity C=3750 packets/sec 

(corresponds to a 15 Mbps with packet size 

500 bytes), and the same bandwidth capacity 

is used at other links, the Round Trip Time 

(R0) is 0.253 second where the desired queue 

size is 200 packets and the propagation delay 

is 0.2 second. The number of TCP sessions 

(N) is 60 for source and destination, where 

applying the above parameters in equation 

(3.17) gets the overall TCP/AQM system 

transfer function as shown in equation (10). 

The maximum queue length in the AQM 

router Router1 is 800 packets. The AQM 

mechanism (PI or FPI) is configured at 

Router1, and drop Tail is used at other 

gateways. 

 

Fig.6: Network Topology Case Study.  

 

 

5.Linearized TCP/AQM Model Simulation 

Results 

     The simulation of the linearized 

TCP/AQM model was done in MATLAB 

7.0. Consider the TCP/AQM model with 

network parameters as set in pervious section 

and the reference input (queue size) which 

has rectangular form changes every 50 

seconds as shown in equation (4.2). First the 

simulation is done for the system without 

controller as shown Fig.7. 
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Fig.7: System Response without Controller. 
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From Fig.7 it is shown that the system 

without controller is unable to track the 

queue length around the queue length to the 

desired level, where the system goes into a 

sustained oscillation with high congestion 

exceeding the maximum buffer size. In order 

to eliminate this sustained oscillation and get 

better tracking performance a classical 

control (PI-controller) is applied. As it is 

shown in Fig.8.  The PI controller parameters 

are selected by trial and error method.  Thus 

the PI coefficients are Kp=
5103.0  and 

Ki=
5101.0  respectively. Although the PI 

controller shows good performance the 

system response is slow, so to overcome this 

drawback a FPI controller is designed to 

speed up the system response. Fig.9 shows 

the system response with PI and FPI 

 
 

Fig.8: System Response with PI Controller. 

 
Fig.9: System Response with PI and FPI 

Controllers. 

From Fig.9 above it is shown that the FPI 

controller speeds up the response comparing 

with PI controller, where the FPI controller 

parameters are selected by trial and error 

method as follows Kp=
3105.0  ,Ki=

3109.0 

,Ku= 2102.0  , so to get the best parameters to 

controller  and to enhance the system 

response the Genetic Algorithm (GA) is used  

as a suitable optimization method for tuning 

FPI Parameters, where the population size is 

100, crossover probability pc=0.9, mutation 

probability pm=0.05, for varying queue size 

in AQM the system response enhanced 

especially in decreasing the rising time and 

the settling time which means that the FPI 

with GA could speed up the system response, 

as a result it gives better congestion 

avoidance compared with FPI and classical 

PI controllers, as shown in Table (2) and 

Figure (10). It is worth mentioning that other 

sets of GA parameters 
Table (2): TCP/QAM System Response Performance 

of PI, FPI and FPI 

Based GA with error criteria 5%. 

Controller 
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Time 
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(sec) 

Overshoot 

%pM  
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Time 

( pt ) 

(sec) 

Settling 

Time 

( st ) 

(sec) 

PI 18  - - 20  

FPI 4  15 5  8  

FPI based 

GA 

2.5  7 3  4  

 

 
Fig.10: System Response with FPI and FPI Based GA. 

 

6. Conclusions  

 

From the design and the simulation results, it 

can be concluded that: 

1- The designed FPI controller can deal with 

congestion problem with a good tracking 

performance about the desired queue size 
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with high link utilization and faster system 

response observed as compared with routers. 
 

2- By using the GA to optimally select the 

best FPI parameters the system response is 

improved as shown in table (2) which prove 

the efficiency of GA as suitable optimization 

method 

3- the modeling and linearization of window 

and queue dynamics of the TCP/AQM model 

about an operating point to gain insight for 

the purpose of feedback control in design and 

analysis of AQM schemes. 
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Abstract  

Telemedicine is the use of electronic 

communications and information technologies 

to provide clinical services when participants 

are at different locations, information 

technologies are used to support healthcare 

services like videoconferencing, transmission 

of still images,  

Telemedicine does not represent a 

separate medical specialty rather it is a tool 

that can be used by health providers to extend 

the traditional practice of medicine outside the 

walls of the typical medical practice. 

Telemedicine networks should take a pioneer 

role in the national health care plans because 

it's powerful tools for health care, cost 

effectiveness also to get the tele-consultation 

from the Iraqi physicians living abroad. 

The propose design will connects all 

clinics, health centers and  hospitals in Iraq  

for the purpose of data transmission in the 

form of text, images, and video as well as 

instantaneous access to patient information 

and learning.  The system consist from 

hardware components that referred to the LAN 

and WAN network design in additional to 

software that manage the resources of 

Telemedicine system, the software based using 

a web based Graphical User Interface (GUI) 

specifically designed for telemedicine system 

to store and retrieve patient information, to 

write referrals and give feedback to referrals, 

Also provides basic services for medical tele-

consultation.  The Proposed network design of 

current study includes a hierarchical standard 

model based LAN architecture that enables 

design of the network devices in layers and a 

hybrid WAN architecture. The network model 

of the LAN is expandability and improved 

fault isolation characteristics. 

 
Keywords: Telecommunication; WAN, LAN; 

Information Technology; VLAN; SSL;  

 
1. Introduction  

Telemedicine is the combined use of 

telecommunications and computer technologies 

to improve the efficiency and effectiveness of 

health care service by liberating caregivers 

from traditional constraints of place and time. 

It’s transfer of electronic medical data (that is, 

images, sounds, live video and patient records) 

from one location to another. It includes the 

use of electronic information and 

telecommunications technologies to support 

long-distance clinical health care, patient and 

professional health-related education, public 

health, and health administration. The terms 

telemedicine and telehealth are often used 

interchangeably [1,2].   

       Information Technology (IT) is a best 

choice to offering access to health care service 

to the expectation of people, both the health 

care providers and patient can benefit from 

those networks [3]. Such communication is 

possible by implementing a nationwide 

Telemedicine network, based on affordable 

telecommunications infrastructure. The 

network should connect all clinics and health 

centers to hospitals for the purpose of: [4]  

1. Improved access: Telemedicine can provide 

an improved access to health care in unserved 

or under-served geographical areas. 

2. Reduced cost: The travel cost of the patients 

for specialty care, the travel cost of the health 

care professionals for continuing education or 

consulting, the personnel/equipment cost for 

not having to keep specialty care facility in 

rural hospitals, and other costs can either be 

eliminated or reduced. 
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3. Reduced isolation: Telemedicine provides a 

peer and specialist contact for patient 

consultations and continuing education. Full-

motion video is critical to the health 

professionals for simulating face-to-face 

communication between colleagues in 

consultations and between patients and 

physicians. 

4. Improved quality of care: Telemedicine 

allows the consultation among the referring 

physician, the consulting physician, the 

patient, and the patient's family through 

interactive video with critical information of 

the patient available on-line. Also, the 

physicians or other personnel at remote 

locations can be educated during the 

consultations with specialty physicians and 

other experts, increasing their ability to treat 

other similar cases in the future. It helps the 

doctors to be better prepared for incoming 

patients. 

The successful implementation of a 

telemedicine system depend on the following 

factors: [2] 

• What telehealth applications are proposed 

(e.g., diagnosis and treatment, consultations to 

other providers, home health monitoring, 

dispensing prescriptions, continuing medical 

education) 

• Where services are provided (e.g., in-house, 

within a medical system, regionally, across 

state borders, or internationally) 

• How the model operates 

 

2 Telemedicine Network Considerations  

The telemedicine system goal is to implements 

connectivity among rural clinics and urban 

area hospitals to be used mainly for tele-

consultation, and maintaining patient 

information [3]. The network should be 

expandable, secure and interoperable  

 

2.1. Expandability 

         Many telemedicine networks have 

required multiple independent entities to work 

together toward a common goal of providing 

healthcare [5]. Expandable system is one in 

which additional inputs and outputs (such as 

the number of incoming data, the number of 

simultaneous users served, the number of 

clinics to get connected, etc.) can be added 

without a major reworking of the network 

design. So the design should consider the 

network’s ability to continue to function well 

as it is changed in size or volume to meet new 

traffic or application requirements.  In this 

regard expandability is a concern in the 

telemedicine network design for the following 

reasons [3]:  

• The number of hospitals built will be 

increased. However there are more clinics 

being added   to the health system.  

• There is also a chance to incorporate private 

hospitals in the nationwide telemedicine 

network as necessary, which will ultimately 

increases the number of sites to be connected 

in the future.  

• The area of telemedicine applications will not 

be limited to some specific diseases, but will be 

expected to increase in type and number in the 

future.  

• The network should also support advanced 

applications, which require real time 

connectivity such as video conferencing.  

 

2.2. Security  

       This is extremely important topic as 

security that protects the confidentiality of the 

patient’s electronic health record. Security 

options need to be planned and tested well in 

advance of the implementation of application. 

There are many types of security protection 

and authentication programs that are available 

[6]. For a secure communication, protocols 

such as Secure Socket Layer (SSL) could be 

used. SSL permits users to conduct secure 

communication over web-based applications. 

This provides the ability to safely exchange 

patient information across the network. In 

addition to these, the network hardware can be 

protected by firewall against external invader. 

Firewalls could be software or hardware for the 

sole purpose of keeping digital pests such as 

viruses, worms, and hackers out of the network 

[3]. 
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2.3. Interoperability  

       A key to interoperability is the use and 

adoption of standards. Interoperability is the 

ability to “talk” from one information system 

to another and to share data. As more and 

more clinical information systems are installed 

in healthcare organizations across the health 

centers, it will be necessary for these systems 

to talk to one another and to share data to 

provide the best in patient care [6].
 
In many 

cases there may be several vendors involved. 

This requires that interfaces be developed. 

Many systems today support industry 

standards such as HL7 that make interface 

development easier than in past years. In 

essence what this means is having a standard 

dictionary for all computers so that the terms 

are defined and communicated back and forth 

from computer to computer in a manner that 

makes it easy to use and pass data between 

systems. An interface engine is another tool 

that is often effective. It allows the provider to 

control and develop the interfaces [6]. 

 

3. Design of Proposed System    

The Designed network requires 

hardware components for LAN and WAN 

connections among the clinics, health centers 

and hospitals to make one network for the 

purpose of data exchange in different types 

such as text, images, video as well as 

instantaneous access to patient information, 

also the system has software applications to 

manage the patients information by using a 

web based Graphical User Interface (GUI) 

specifically designed for Telemedicine. 
 
3.1 Hardware network design 

3.1.1 Proposed LAN:  

       For the LAN Connections for each 

hospital, a typical  site should be taken as a 

sample for standard LAN design for all other 

locations, The  Medicine City in Baghdad 

Specialized Group of Hospitals as a sample 

also it’s considered as a central site. It’s 

clearly each hospital is organized into 

departments. Each department will have units 

as necessary. For instance, the Internal 

Medicine department has units such as Renal 

Unit, Cardiology Unit, etc. The physicians in 

these departments/units need to communicate 

whenever a patient visits more than one of the 

units. The proposed LAN will follow the 

hierarchical standard LAN structure of the 

hospital. a sample hospital which is taken from 

Medicine city Group of Hospitals in Baghdad, 

it’s composed of many floors (from A to Z). 

The hospital is physically separated. All the 

departments and offices are located in either of 

the blocks. Each floor Having router and 

switches in each of the departments is ideal to 

design a high speed and expandable LAN.  

The rate of the hospital LAN growth depends 

on the level of computerization. The 

switches/routers selected in this design should 

have many free ports to help cascade the 

growing number of connections in the future. 

The designed LAN will be divided in three 

standard layers [7] as shown in Fig.(1). It 

enables us to design and arrange the device in 

layers. Its ease of understanding, expandability 

and improved fault isolation characteristics.  

 

3.1.1.1 The Core layer: 

        The core layer is responsible for 

transporting large amounts of traffic both 

reliably and quickly. The only purpose of the 

network’s core layer is to switch traffic as fast 

as possible. The traffic transported across the 

core is common to a majority of users [7]. The 

Core layer have high performance devices like 

switches, Routers, Core server and firewalls, 

that is putted in central location in the hospital, 

this layer represent the backbone LAN of this 

hospital so it’s connect all floors in the 

building, for this design the minimum servers 

that will be found are web server for web 

applications and database server to store the 

telemedicine information, the firewall 

hardware will protect the LAN from outside 

attack. Also this layer will connect to the 

outside WAN and to Distributed layer   
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3.1.1.2 The Distribution layer: 

The primary functions of the 

distribution layer are to provide routing, 

filtering, and to determine how packets can 

access the core, if needed. The distribution 

layer must determine the fastest way that 

network service requests are handled.  It’s the 

communication point between the access layer 

and the core [7]. For this network the 

switches/routers will be putted for each 

building depend on the LAN traffic. 

 

3.1.1.3 The Access layer: 

The access layer controls user and 

workgroup access to internetwork resources. 

The access layer is sometimes referred to as 

the desktop layer. The network resources most 

users need will be available locally
 
[7]. This 

layer contains switches to connect PCs, 

medical devices, printers etc., in each 

department so one or more switches will be 

putted in each department with VLAN 

configuration for network separation,  

 

3.1.2 Proposed WAN Design:  

          WAN connectivity are differ from LAN 

because it’s depends on the available solutions  

of  WAN infrastructure in the country and for 

the applications bandwidth that is needed, 

Table (1) illustrates a sampling of several of 

the more common digital medical devices used 

in telemedicine associated with data rate 

required.  Fig.(2) illustrates the image sizing 

determination for the devices listed in Table 1. 

Except for the last few items contained in the 

table (starting with ultrasounds and running 

through full motion video), the majority of 

vital sign medical devices require relatively 

low data transmission rates. Capabilities 

currently offered by these systems, even 1G 

and 2G wireless and basic telephone 

connections, would support the transfer of 

information provided error free or as “error 

detecting and correcting” processes [8]. 

Tradeoff must be considered when 

choosing a telecommunications system for 

high data intensive services, as illustrated in 

Table 1. For example assumes digital 

radiography requiring 2048 X 2048 pixels for 

quality and 12 bits per pixel. In this example, it 

would take almost 30 minutes to compete the 

transfer of a single image when using a modem 

and a speed of 28.8 kbps. This is clearly 

unacceptable given that several views of a 

single patient must be transmitted in a single 

episode. However, the newest 

telecommunications offerings reduce the time 

per view to less than a second per view [8].
 

       For Current design, a hybrid WAN 

network proposed depend on the available 

infrastructures for each site, such as Wireless 

network 1G, 2 G or 2.4 G Band, or telephone 

lines this is proposed between the 

Telemedicine sites in the local Iraqi 

conservative, this will be reduces the effective 

cost design, for the connection between 

constrictive and the other, a VSAT connection 

will be established as shown in Fig. (3). The 

VSAT service with on demand network that is 

make the bandwidth controlled, any site need 

high bandwidth will get the high priority, after 

finish the band will be balanced over the other 

site this will make good WAN design and 

saving VSAT bandwidth.    

                

4. ITS Prototype Software Applications 

       ITS are based on two servers. It is a web-

based application server, which will have a 

web server to provide the interfaces of the 

system and database server to store the 

information required in the system.  The 

prototype is constructed with a combination of 

open source products and freely available 

software components. The web server have 

used is the Abyss web server [9].
 

 The user interface and text of web 

pages are implemented by using PHP 

languages. The database have been used is the 

open source MySql to back up database driven 

application. MySql works on many different 

operating system platforms and is known for its 

speed of data retrieval. 
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4.1. ITS Interfaces  

      The home web page of the ITS system 

contain a login screen for registered users to 

put username and password as in Fig.(4). The 

user types are defined in the database when the 

user registered, the page corresponding to the 

specific user type will be opened upon 

successful login. Here the defined users are 

administrator, physician and Editors.  

 

4.1.1. Administrator's Main page  

      The administrator's user will manage the 

registration functions for all user types, it’s 

contains register new user and search user by 

either or a combination of user name, Name, 

and secret number as shown in Fig. (5). The 

button add new user, opens up a user 

registration form where the administrator can 

put the information necessary about the user 

and define the user type. Fig. (6) Shows the 

user registration page.  

 

4.1.2. Editor Main page  

       The editors will manage the patient’s 

information, the main page of editors contains 

searching for previously registered patient for 

editing his/her information. Also has button to 

register new patients as shown in fig. (7), from 

the new patient registration can add the patient 

information associated with medical images, 

laboratory test and other test that are available 

as shown in fig. (8).  

              

4.1.3. Physician's Main page  

The Physician that has been register, 

can access his own main page just by putting 

the user name and password this page have: 

1-Searching the specific patients by using 

combinations of name, and/or patient number,  

2-Read the current referrals for physicians and 

select any patient’s card,  

3-Write patients card for any selected patient, 

 

Fig. (9) Shows the Physician man page 

The options provided to the physician 

are to see referrals forwarded to her/his 

department. They can select any patient 

referrals and clicking the patient card button 

lead to the patient’s card page, from this form 

the physicians can check the patient medical 

images, laboratory test, and other test then 

write his/ her diagnosis and add any other notes 

as shown in fig. (10),   

 

4.1.4. Medical eLearning page  

      The ITS eLearning will help the physician 

to update his/her knowledge for the current 

technology in medical fields also for online 

lectures, and Online medical operation, figure 

(11) shows the ITS eLearning page   

                                                  

4.1.5. Patient Search  

      The home page contains the patient search 

to follow his/her case and the date of 

treatments defined by the health centers as 

shown in Fig. (12)  

                             

5. Conclusion 

This paper proposed a telemedicine 

system for Iraq, this system contains a 

hardware LAN with hierarchical standard 

model to keep the system update for any 

additional sites or applications, for WAN 

connections a hybrid technologies has been 

used in local connection in the city depend on 

the infrastructures available in each site, and 

using VSAT connection for cities connections. 

The band of this VSAT  will be on demand to 

keep the band under control, also a prototype 

software was proposed for control the ITS 

service, where is control patient information 

(registration, referrals, patient card, etc.), 

physician issues like ( registration, patients 

diagnosis, write notes for patients cases, 

eLearning etc.) also the software make the 

administrator to register the physician, Editor  

and other admin or editing the previously 

registered,  
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       The ITS system will convert the old 
medical operations to one click operation, also 
this system will make us updated for the Iraqi 
patient’s database and the types of deices in 
the country, in additional to the fast operation 
that is very important in the medical 
operations. 
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Table 1 Data rate of typical devices used in telemedicine 

 
Digital device Data rate required 

 

Digital Blood Pressure Monitor (sphygmomanometer) , 10 kb of data (required transmission rates) 

Digital thermometer 10 kb of data (required transmission rates) 

Digital audio stethoscope and integrated electrocardiogram 10 kb of data (required transmission rates) 

Ultrasound, Angiogram 256 kilobytes (KB) (image size) 

Magnetic resonance image 384 KB (image size) 

Scanned x-ray  1.8 megabytes (MB) (image size) 

Digital radiography  6 MB (image size) 

Mammogram 24 MB (image size) 

Compressed and full motion video  (e.g., 

nasopharyngoscope, ophthalmoscope, proctoscope, 

episcope, ENT scope) 

384 kbps to 1.544 Mb/s (speed) 

 

 

 

 

 

 

 

 

 

Fig. (1) LAN design 
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                         Fig. (4) ITS Home Page 

          Fig.(3) Hybrid WAN Connections 

Fig.(2) Teleradiology imaging applications 
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Fig. (5) Administrator's main page of ITS 

 

 Fig. (6) User registration page 

 

 

                                                      Fig. (7)  Patient Editors Page 
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                                            Fig. (8) Patient Registration main page 

 

 
Fig. (9) Physician’s main page 

 

 
Fig. (10) patient Card page 
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                                                    Fig. (11) ITS eLearning page 

 

 

 
 

         Fig. (12) Patient Search page of ITS 
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WEB BASED MULTITHREADING SYSTEM 

 

 
Abstract 

      Web based (database installed in the web 

server) functionally combine globally 

distributed computers and information 

systems for creating a universal source of 

information. Web based server is a very large 

scale, generalized distributed network 

information system that can scale to Internet-

size environments with machines distributed 

across multiple organizations and 

administrative domains. The variety of O.S 

and new applications demand support 

efficient data management mechanisms 

where java comes in, this paper used to 

provide application level multithreading 

platform independent system for individual 

parallel jobs for data, implemented by using 

Borland JBuilder 7 Enterprise - WebLogic 

Edition as shown in appendix A. 

 

 

Keywords: web based, Application Level, 

Multithreading, Platform Independent. 

 

 

1. Introduction  

      A fundamental concept in computer 

programming is the idea of handling more 

than one task at a time. Many programming 

problems require that the program be able to 

stop what it’s doing, deal with some other 

problem and return to the main process. The 

solution has been approached in many ways. 

Initially, programmers with low-level 

knowledge of the machine wrote interrupt 

service routines and the suspension of the  

main process was initiated through a 

hardware interrupt. Although this worked 

well, it was difficult and non-portable, so it 

made moving a program to a new type of 

machine slow and expensive. Sometimes 

interrupts are necessary for handling time-

critical tasks, but there’s a large class of 

problems that are partitioned into separate-

running pieces so that the whole program can 

be more responsive [1]. Within a program, 

these separately-running pieces are called 

threads and the general concept is called 

multithreading [1][2]. A common example of 

multithreading is the user interface. By using 

threads, a user can press a button and get a 

quick response rather than being forced to 

wait until the program finishes its current 

task. Ordinarily, threads are just a way to 

allocate the time of a single processor. But if 

the operating system supports multiple 

processors, each thread can be assigned to a 

different processor and they can truly run in 

parallel. One of the convenient features of 

multithreading at the language level is that 

the programmer doesn’t need to worry about 

whether there are many processors or just 

one. The program is logically divided into 

threads and if the machine has more than one 

processor then the program runs faster, 

without any. 

 

      The basic concept of client/server 

computing, then, is not so complicated. The 

problems arise because you have a single 

server trying to serve many clients at once. 

As client software changes, it must be built, 

debugged and installed on the client 

machines, which turns out to be more 

complicated and expensive than you might 

think. It’s especially problematic to support 
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multiple types of computers and operating 

systems. Finally, there’s the all-important 

performance issue: you might have hundreds 

of clients making requests of your server at 

any one time, and so any small delay is 

crucial. To minimize latency, programmers 

work hard to offload processing tasks, often 

to the client machine but sometimes to other 

machines at the server site using so-called 

middleware. (Middleware is also used to 

improve maintainability). So the simple idea 

of distributing information to people has so 

many layers of complexity in implementing 

it that the whole problem can seem 

hopelessly enigmatic. What we’ve come up 

with in the past is individual solutions to 

individual problems, inventing a new 

solution each time. These were hard to create 

and hard to use and the user had to learn a 

new interface for each one. The entire 

client/server problem was solved by the 

platform independent Java programming 

language [1]. 

      In this paper, we propose a program that 

uses Multithreading technology to implement 

job parallelism in a scalable information 

system environments, as shown in appendix 

A, because workload management is an 

essential function provided at the service 

level of the Web based infrastructure. To 

improve the performance of such systems, 

effective and efficient load distributing 

algorithms are fundamentally important. 

Most strategies were developed in mind, 

assuming homogeneous set of resources 

linked with homogeneous and fast networks. 

There for addressing main new challenges, 

like heterogeneity, scalability and 

adaptability had to be.  

This paper addresses the issue of 

multithreading web based information in a 

reliable Java Code program. Sections 2,3  

and 4 describe the background and propose 

an effective architecture and related works in 

this approach. In sections 5 and 6 we 

describe the future works and conclusion.   

 

 

2. Related Work 

Multithreading in SQLJ depends on the 

multithreading support in the underlying 

JDBC driver. In Oracle JDBC, methods are 

synchronized on the connection (i.e., the 

driver sends a command to the server on 

behalf of a thread and then waits for its 

completion before the connection/socket can 

be used by another thread. Simultaneous 

multithreading is possible when threads are 

not sharing the same connection [3]. 

The Java Native Interface (JNI) is a native 

programming interface that is part of the Java 

Software Development Kit (SDK). JNI lets 

Java code use code and code libraries written 

in other languages, such as C and C++. The 

Invocation API, which is part of JNI, can be 

used to embed a Java virtual machine (JVM) 

into native applications, thereby allowing 

programmers to call Java code from within 

native code. One of the more advanced issues 

you'll face when working with JNI is 

multithreading with native methods. The 

Java platform is implemented as a 

multithreaded system, even when running on 

platforms that don't necessarily support 

multithreading; so the onus is on you to 

ensure that your native functions are thread 

safe. In Java programs, you can implement 

thread-safe code by using synchronized 

statements. The syntax of the synchronized 

statements allows you to obtain a lock on an 

object. As long as you're in the synchronized 

block, you can perform whatever data 

manipulation you like without fear that 

another thread may sneak in and access the 

object for which you have the lock. JNI 

provides a similar structure using the 

MonitorEnter() and MonitorExit() functions. 

You obtain a monitor (lock) on the object 

you pass into the MonitorEnter() function 

and you keep this lock until you release it 

with the MonitorExit() function. All of the 

code between the MonitorEnter() and 

MonitorExit() functions is guaranteed to be 

thread safe for the object you locked[5]. 
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3. Threads Concept 

      Threads are a control mechanism that 

enables you to write concurrent programs. 

You can think of a thread in an object-

oriented language as a special kind of 

“system object” that contains information 

about the state of execution of a sequence of 

function calls that are said to “execute as a 

thread”. Usually, a special “run” or “start” 

procedure starts a separate thread of control. 

Normally, when you call a function or 

procedure, the compiler sets-up a stack frame 

(also called an activation frame) on the run-

time procedure call stack, pushes arguments 

(or puts them into registers), and calls the 

function. The stack is also used as temporary 

storage for locally allocated objects declared 

in the scope of a procedure. In a sequential 

program, there is only one run-time stack and 

all activation frames are allocated in a nested 

fashion on the same run-time stack,  

 

Corresponding to each nested procedure 

call. In a multithreaded application, each 

“thread” represents a separate run-time stack, 

so you can have multiple procedure call 

chains running at the same time, possibly on 

multiple processors. Java on Solaris supports 

multi-processor threads. In a sequential 

program, the main run-time stack is allocated 

at program start and all procedure calls, 

including the initial call to “main” are made 

on this single run-time stack. In a multi-

threaded program, a program starts on the 

system run-time stack where the main 

procedures run. Any Function / procedure 

called by the main procedure have their 

activation frames allocated on this run-time 

stack. If the main procedure creates a new 

thread for run some procedure (usually 

calling a special “thread creation or 

construction” procedure/method), then a new 

run-time stack is dynamically allocated from 

the heap and the activation frames for the 

procedures are allocated on this new stack[4].  

 

 

 

4. Connecting To Databases With JDBC 

     It has been estimated that half of all 

software development involves client/server 

operations. A great promise of Java has been 

the ability to build platform-independent 

client/server database applications. In Java 

1.1 this has come to fruition with Java 

DataBase Connectivity (JDBC). One of the 

major problems with databases has been the 

feature wars between the database 

companies. JDBC is designed to be platform-

independent, so you don’t need to worry 

about the database you’re using while you’re 

programming. However, it’s still possible to 

make vendor-specific calls from JDBC so 

you aren’t restricted from doing what you 

must. JDBC, like many of the APIs in Java, 

is designed for simplicity. The method calls 

you make correspond to the logical 

operations you’d think of doing when 

gathering data from a database: connect to 

the database, create a statement and execute 

the query, and look at the result set. To allow 

this platform independence, JDBC provides a 

driver manager that dynamically maintains 

all the driver objects that your database 

queries will need. So if you have three 

different kinds of vendor databases to 

connect to, you’ll need three different driver 

objects. The driver objects register 

themselves with the driver manager at the 

time of loading, and you can force the 

loading using Class.forName( ). To open a 

database, you must create a “database URL” 

that specifies: 

 

1. That you’re using JDBC with “jdbc”. 

2. The “subprotocol”: the name of the driver 

or the name of a database connectivity 

mechanism. Since the design of JDBC 

was inspired by ODBC, the first sub 

protocol available is the “jdbc-odbc 

bridge,” specified by “odbc”. 

3. The database identifier. This varies with 

the database driver used, but it generally 

provides a logical name that is mapped by 

the database administration software to a 

physical directory where the database 
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tables are located. For your database 

identifier to have any meaning, you must 

register the name using your database 

administration software. (The process of 

registration varies from platform to 

platform.) All this information is 

combined into one string, the “database 

URL.” For example, to connect through 

the ODBC subprotocol to a database 

identified as “people,” the database URL 

could be: String dbUrl = 

"jdbc:odbc:people"; If you’re connecting 

across a network, the database URL will 

also contain the information identifying 

the remote machine. When you’re ready 

to connect to the database, you call the 

static method 

DriverManager.getConnection( ), passing 

it the database URL, the user name, and a 

password to get into the database. You get 

back a Connection object that you can 

then use to query and manipulate the 

database [1]. 

 

 

 

5. Conclusions 

 

A system was presented to design Web 

Based system. A Multithreading algorithm 

was also proposed, which minimizes the 

overall tasks response time by the effective 

usage of multithreading, a thread for each 

client accessing the database, and maximizes 

the web Database utilization by using the 

internet explorer and the java platform 

independent, this increase the scalability, and 

also the heterogeneousty of our system 

supported by JAVA2 compiler that increase 

the platform Independents in our system.  

 

 

 

6. Future works 

There are, of course, several open issues 

that need to be addressed in database 

multithreading system like as: 

1. The performance of our web based 

database strategy in sharing the data with 

every client knowing the username and 

password of the database can be 

strengthened by supporting each client 

with his own username and password or 

any other information. 

2. The global usage of storage and other 

resources depends to some extent on no. 

of clients. Reducing this resource usage 

by client data movements can ultimately 

improve performance of the server, by 

sending a copy of the executable code to 

the client to us its resources. 

3. Designing a backup filing system to 

avoid data loses caused by any system 

collapses. 
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Appendix A 

 

 

Package Web_DataBase_Multithreading_System; 
Import Java.Sql.*; 
Import Java.net.*; 
Import Java.io.*; 
Public Class Server 
{  
Server Socket m_ss; 
*************************************************************************** 
Public Server() 
{ 

Try 
{ 
m_ss = new ServerSocket(80); 
}Catch(IOException ioe) 

{ 
System.out.println(“Could Not Creat Server Socket At Port 80, Quiting”); 
System.exit(-1); 
} 

System.out.println(“Listening For Client On Port 80”); 
Int id = 0; 

While (True) 
{ Try 
{ 
Socket cs = m_ss.accept(); 
ClientServiceThread ct = new ClientServiceThread(cs,id); 
ct.start(); 
}catch(IOException ioe) 

{ 
sys tem.out.println(“ Encountered An Error Connecting To The Client”); 
ioe.PrintStackTrace(). 
} 

}//While 
}//Constructer 
Public Static Void Main() 
{ 
new Server(); 
} 
*************************************************************************** 
Class ClientServiceThread extends Thread 
{ 
Socket m_cs; 
Int m_cid = -1; 
Boolean m_brt = True; 
*************************************************************************** 
ClientServiceThread( Socket s, int cid) 
{ 
m_cs = s; 
m_cid = cid; 
} 
*************************************************************************** 
Public Void Run() 
{ 
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BufferedReader in = null; 
Printwriter out = null; 
System.out.println(Accepted Client : ID _ “ + m_cid + “Accrose_” + m_cs.GetInetaddress().GetHostName()); 

Try{ 
In = new bufferedreader( new InputStreamReader( m_cs.GetInputStream())); 
out = new PrintWriter( new OutputStreamWriter( m_cs.GetOutputStream())); 
String cc = in.readline(); 
StringTokenizer st = new Stringtokenizer(cc, “/”); 
st.Nexttoken(); 
StringTokenizer st1 = new Stringtokenizer(st.NextToken(),” “); 
cc = st1.NextToken(); 
Static Final String db = “Jdbc:Odbc:Airline”; 
Static Final String user = “USER NAME”; 
Static Final String password = “PassWord”; 
Calss.ForName(“Sun.Jdbc.Odbc.JdbcOdbcDriver”); 
Connection con = DriverManager.GetConnection(db,User,PassWord); 
Statement stmt = con.CreatStatement(); 
ResultSet rs = stmt.ExecuteQuery(cc); 
Out.Write(“<html>”.GetBytes()); 
Out.Write(“<head>”.GetBytes()); 
Out.Write(“<title> This Is The Table That You Requested</title>”.GetBytes()); 
Out.Write(“<head>”.GetBytes()); 
Out.Write(“<body>”.GetBytes()); 
ResultSetMetaData rsmd = rs.GetMetaData(); 
int noc = rsmd.GetColumnCount(); 

For (i=1 ; i<= noc ; i++) 
{ string cn = rsmd.GetColumnName(i); 
Out.Write(cn.GetBytes + “ , “.GetBytes); 
} 

Out.Write(“\n”.GetBytes); 
While (rs.Next()) 

For (int i = 1 ; i <= nc ; i++) 
Out.Write(rs.GetString(i).GetBytes() + “ , “.GetBytes()); 

Out.Write(“\n”.GetBytes()); 
Out.Write(“</body>”.GetBytes()); 
Out.Write(“</html>”.GetBytes()); 
In.Close(); 
Out.Close(); 
m_cs.Close(); 
Stmt.Close(); 
}Catch(Exception ex) 
{System.Out.Println(ex); 
} 

}//Class Server 
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Abstract 

      Remote User Authentication Scheme 

using Hiding Information in Image is the best 

practical solution for remote accessing. To 

authenticate the legitimacy of a remote user 

over insecure channel, password based 

remote user authentication scheme is widely 

used, but may be vulnerable to interception 

from attackers, so needing to another 

approach to supporting the process of 

authentication. In this paper we propose a 

new remote mutual authentication scheme 

using hiding information in Image based on 

LSB (Least Significant Bit) Stenography. It 

provides high security and mutual 

authentication at a reasonable computational 

cost. Furthermore it restricts most of the 

current attacking mechanisms. 

 

Keywords:Web security, User 

authentication, confidentiality, Hiding 

Information, Steganography. 

 

 

 

1. Introduction 

      To access resources from a remote 

system, users should have proper access 

rights. One of the simpler and more efficient 

mechanisms is the use of a password 

authentication scheme. To access the 

resources, each user should have an identity 

and a password [1], thus information in 

transmission may be vulnerable to  

 

interception by attackers because of the 

Internet as a whole is unsecure transmission 

media, thus information in transmission may 

be vulnerable to interception by attackers. 

The important of reducing a chance of the 

information being detected during the 

transmission. Some solutions to be discussed 

are how to passing information in a manner 

that the very existence of the message is 

unknown in order to repel attention of the 

potential attacker. We can use Steganography 

to hide this information in a digital image. 

We focus on the Least Significant Bit (LSB) 

technique in hiding secret information in a 

digital image [2]. 
 

 

2. User authentication 
      Remote user authentication using 

password is the most widely used scheme for 

a valid user to login to a remote server and to 

access the services provided by the server 

over insecure channels [3]. 

 

      In remotely accessed computer systems, a 

user identifies himself to the system by 

sending a secret password. There are many 

ways an intruder could learn the user's secret 

password and then impersonate him when 

interacting with the system; one of these by 

intercepting the user's communication with 

the system, e.g., eavesdropping on the line 

connecting the user's terminal with the 

system, or observing the execution of the 

password checking program [4]. The 

password-based authentication scheme with 

Paper Reference: ECCCM 10/70 



ECCCM 2011, January 30 – 31, 2011                                                         University of Technology   
Control and Systems Engineering Department                                                Baghdad-Iraq         

231 
 

steganography is the important parts of 

security for accessing remote servers [5]. 
 

4. Steganography 

      Steganographyis the process of hiding 

one file inside another such that others can 

neither identify the meaning of the embedded 

object, nor even recognize its existence. 

Current trends favor using digital image files 

as the cover file to hide another digital file 

that contains the secret message or 

information. One of the most common 

methods of implementation is Least 

Significant Bit Insertion, in which the least 

significant bit of every byte is altered to form 

the bit-string representing the embedded file. 

Altering the LSB will only cause minor 

changes in color, and thus is usually not 

noticeable to the human eye. While this 

technique works well for 24-bit color image 

files, steganography has not been as 

successful when using an 8-bit color image 

file, due to limitations in color variations and 

the use of a color map [6]. 
 

 
4. Least Significant Bit Insertion 

      One of the most common techniques used 

in stenography today is called least 

significant bit (LSB) insertion. This method 

is exactly what it sounds like; the least 

significant bits of the cover-image are altered 

so that they form the embedded information 

as shown in figure1. The following example 

shows how the letter B can be hidden in the 

first eight bytes of three pixels in a 24-bit 

image [6]. 

 

Pixels: (00100101 11111001 10001001) 

            00100110 11001001 11001001) 

            11001000 00100110) 

B: 01000010 
 

Result: (00100100 11111001 10001000) 

             00100110 11001000 11101000) 

             11001001 00100110) 

 

 

 

 

 

 

 

 

 

 

 

    Figure 1 The structure of the algorithm 

LSB. 

 

5. Information Hiding System.  

      An information hiding system has been 

developed for confidentiality. However, in 

this paper, we use an image file as a carrier to 

hide secret information. Therefore, the carrier 

will be known as cover-image, while the 

stego-object known as stego-image. The 

implementation of the system will only focus 

on Least Significant Bit (LSB) as one of the 

stenography techniques as mentioned in 

section 4 above. 

   For embedding the data into an image, we 

require two important files. The first is the 

original image so called cover-image. The 

image in Figure 2, will hold the hidden 

information. The second file is the message 

itself, which is the information to be hidden 

in the image. In this process, we decided to 

use a plaintext as the message. 

      The advantages of LSB are its simplicity 

to embed the bits of the message directly into 

the LSB plane of cover-image and many 

techniques use this method. Modulating the 

LSB does not result in a human-perceptible 

 

Cover image Information to hide 

Convert image to 

ASCII Code 

Convert Information 

to ASCII Code 

Set LSB =0 

Bit replacement 

Steganographic 

image 
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difference because the amplitude of the 

change is small. Therefore, to the human eye, 

the resulting stego-image will look identical 

to the original image. This allows high 

perceptual transparency of LSB [2]. 
 

 

 

Figure 2 Stenography Image Process 

 

6. The Proposed System 

      In this paper, we propose a new remote 

user authentication system using hiding 

information based on stenography. Our 

proposed system is composed of an initial 

phase, a login phase and an authentication 

phase. When the user wants to access the 

remote server, he firstly requests a 

connection with the server. The server 

authenticates the user identity in the 

authentication phase. Figure 3 shows the 

structure of the proposed System. 

 

 

Figure 3 The general structure of the 

proposed system. 

 

6.1 Initial Phase 

      First the Remote user and Authentication 

Server have the same idea about stenography 

and the transmission of secret information 

must be done by using hiding information 

based on stenography. 

 

 

6.2 Login Phase  

      When the user requests to the web server 

services, the server sends a page to 

authenticate from user's identity. The user 

will perform the following operations: 

1. Loading Digital Image.  

2. Writing User ID and Password. 

3. Generating Stenography Image. 

4. Uploading Steno-Image and sending 

it to the server. 

 

 

 

 

 

User Id: AAA BBB CCCC 
Password: ddegh@43thhh 

Cover Image 
Password: 
5ddegh7665544
3 

Secret Information 
Password: 
5ddegh76655443 

Stenography Image 
Password: 
5ddegh76655443 
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6.3Authentication Phase 

      After the server receives the Steno-

Image, it will perform the following 

operations: 

 

1. Checking the format of Steno-Image.  

2. Extracting the secret information 

(User ID and Password). 

3. Checking this secret information with 

authorized user in its database. 

4. If the identity is correct, then server 

will accept the login request. 

Otherwise, the request will be 

rejected. 

7. Conclusions 

      In this paper, we have proposed a new 

password authentication scheme over 

insecure networks based on hiding user 

identity and password. It can enhance 

confidentiality of information and provides a 

means of communicating privately and 

mutual user authentication between the user 

and the server is provided. 
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Appendix A 

 
   This appendix explains the steps for 

embedding the information into an image, as 

the following steps: 

 

1. The first step loading the original 

image as cover-image. 

2. Writing User ID and Password in 

text-box. 

3. Generating Stenography Image, by 

embedding the information in the 

text-box into loaded image. 

4. Saving stego-image, and sending it to 

server by uploading this image by the 

authentication web-page. 

 

 

 
 

a. Main Form of Stenography Program 
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b. Loading the original image as cover-image. 
 

 
 
c. Generating Stenography Image 

 

Figure A.1 Embedding the information into 

an image.  
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Abstract  

      There are many issues to consider when 

analyzing, designing, or optimizing a 

communication network. Network topology 

is one of these issues. Most of the analysis, 

design, and optimization methods need 

modeling the system or case of concern and 

preparing the necessary related mathematical 

basis.   This paper proposes two important 

topology properties models and provides the 

necessary formulas for computing them using 

graph theory approach.  The first of these two 

properties is related to routes reliance on 

links and the other is related to routes 

reliance on nodes.  These properties could be 

used in support with other topology 

properties to develop important topology 

design objectives necessary for topology 

analysis, design, and optimization.  

Keywords: Network topology, Graph theory, 

Topology modeling and properties, Node and 

link utilization. 

 

 

1- Introduction 

      One of the important issues in 

communication in a network is the traffic 

distribution over links and nodes in the 

network. It is an important matter that the 

network utilizes its nodes and links as 

uniformly as possible. Unfortunately, 

determining the traffic distribution in a 

communication network is a very complex 

process and in many cases is unpredictable  

 

 

which makes some use statistical methods to 

help in predicting to some extent the nature  

of the traffic or load in the network.  The 

traffic distribution and link and node 

utilization is a function of many parameters 

among which are the topology, the relative 

positions and number of the source and 

destination nodes, and the presence of high, 

medium or low traffic carrying source-

destination node pairs [1].  

 

      Here, it is suggested to adopt an approach 

which helps in link and node utilization 

estimation which is only topology dependent, 

and so avoiding the uncertainty and 

unpredictability of other factors. This will, at 

least, help in designing a topology which 

provides a fair ground for uniform use of 

nodes and links   . Any such approach will 

need computing the number of appearances 

of nodes and links on all possible routes. 

Two important topology properties regarding 

computing link and node appearances on 

routes are proposed here. These properties 

could be used to develop topology objectives 

for topology optimization purpose. The two 

properties are developed using graph theory 

approach.  

 

 

2- Definition  of  Nodes  and   Links 

Utilization 

      In general, the amount of traffic between 

a source-sink pair is the amount of 

information carried between them. The 

Paper Reference: ECCCM 10/28 
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measure of traffic is dependent on the 

switching strategy followed by the system. If 

a packet switched network is considered then 

the minimum packet size may be defined as 

one unit of traffic. If a circuit switched 

network is considered, an arbitrary small 

amount of time can be considered as the 

amount of traffic.     But for either of the 

cases it will be assumed that a direct or 

virtual connection has been established 

between the source-sink pair prior to 

initiation of the information transfer. So 

while routing the information through the 

pre-established path some specific links and 

nodes will be utilized. When a unit amount of 

traffic is routed through a link or a node, it is 

said that, that particular link or node has been 

utilized once [2]. 

 

 

 

2- Modeling Network Topology with 

Graph Theory 

      Graph theory is a branch of mathematics 

concerned mainly about structures. This 

theory is concerned with patterns of 

relationships among pairs of abstract 

elements [3].  

      Graph theory is quite useful when the 

main interest is in the structural properties of 

any empirical system as it provides concepts, 

theorems, and methods appropriates to the 

analysis of structures [4].   

      Graph theory represents structures as 

graphs which in turn will be represented as 

matrices. These matrices of the way nodes 

are connected in the graph are called 

adjacency matrices. Graph theory will be 

used here for two   main  purposes  the  first  

of  which  is  to  model  the  network  

topology  in question, keeping in mind that 

the topology of a network is in  reality a  

structure, and the second will be in 

computing topology properties. Figure (1) 

shows a simple network with its 

corresponding graph and adjacency matrix.  

 

 

 

 
A-Network topology       B- Topology Graph 

 

 
                           C-Adjacency Matrix 

 

Figure (1): A sample network topology with 

its representative graph and adjacency 

matrix. 

 

 

 

4- Computing  the  “Number  of 

Appearances  of  Links  and  Nodes  on 

Geodesics”  Properties        

      There are different strategies of data 

movement over the network through the links 

and nodes. One well known and used strategy 

is the shortest distance path (geodesic) 

strategy [5]. This strategy will be depended 

when developing the properties here.  

 

A- Developing the “Number of 

Appearances of Nodes on Geodesics” 

Array        

     The first property to be developed is the 

number of appearances of nodes on geodesics 

(NAG(D)) array. This array shows the 

number of times a given node is on the 

geodesics between a given connected nodes 

pair in a given graph D.  Here a formula (F1) 

is derived to support finding the array 

(NAGij(Nk)), which is a three dimension 

array and stands  for  the  number of times 

node k is on the geodesics from node i to 

node j. The NAG array is found as follows: 
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a- Find the distance matrix.  (Refer to 

appendix A for how to find the distance 

matrix)   

b- For a given i, j, k (where: 1 ≤ i,j,k ≤ n and 

k≠i≠j, n=number of nodes in the given 

network or graph), check if the node k is on 

the geodesics from node i to node j. This is 

done by checking if the distance from node i 

to node k plus the distance from node k to 

node j is equal to the distance from node i to 

node j. If this is true then apply formula (F1) 

which states: 

      "If node k is on one or more of the 

geodesics from node i to node j, then the 

number of times node k is on the geodesics 

from node i to node  j  is  equal  to  the  

number  of  geodesics  from  node  i  to node  

k  multiplied  by  the  number of geodesics 

from node k to node j". 

Figure (2) illustrates this formula which is to 

be proved as follows: 

i- Since it is assumed that k is on (one or 

more) of the geodesics from node i to node j, 

then all geodesics from node i to node k and 

all geodesics from node k to node j are part 

of these geodesics. This is obtained from the 

theorem which states that a point k is on a 

geodesic from point i to point j if and only if 

dik + dkj = dij, and the converse is right [3]. 

 

 

 

 

A- Part of a sample topology showing all 

possible paths from node i to node j.  

 

 

 

 

 
B- Details of the paths from node i to node j 

through node k.  Number of times node k is on the 

geodesics from node i to node j = 2 × 3 = 6. 
 

Figure (2): Illustration of the formula (F1). 
 

 

ii- Each geodesic from node i to node k can 

be completed by any of the geodesics from 

node k to node j to form a geodesic from 

node i to node j. This is obtained from the 

theorem which states that every subpath of a 

geodesic is a geodesic, then the number of 

times k will appear on the geodesics from 

node i to node j is equal to the number of 

geodesics from node i to node k multiplied 

by the number of geodesics from node k to 

node j [3]. 

      Figure (3) shows a 10-nodes   sample   

topology with   its adjacency Matrix and the 

number of appearances of nodes on 

geodesics.  

 

 
A- A 10 nodes network 

 
B- Adjacency matrix 

 



ECCCM 2011, January 30 – 31, 2011                                                         University of Technology   
Control and Systems Engineering Department                                                Baghdad-Iraq         

238 
 

 
C- Number of times a given node is on the geodesics 

between 2 connected nodes 
 

Figure (3): Number of appearances of nodes 

on geodesics. 

 

 

B- Developing the “Number of 

Appearances of Links on Geodesics” 

Matrix        

           The second property to be developed 

is the number of appearances of links on 

geodesics (LAG(D)) matrix. This matrix 

shows the number of times a given link is on 

the geodesics between a given linked nodes 

pair. To form LAG(D) means finding the 

number of times a given link (ab) is on the 

geodesics from node i to node j, for all i's and 

j's (where i≠j). A formula is derived here for 

this purpose and is given below: 

( )1 1

( , )
j i

n n

ab ab
i j

LAG LAG i j
 

    …. (1) 

where;  

 
where; 

 - LAGab: number of times link (ab) appears 

on network's geodesics.    

 - LAGab(i,j): number of times link  (ab)  is  

on  the   geodesics   from node  i to node j. 

 - n: number of nodes in the network. 

 - NAG(i,j,b): number of times node b is  on  

the   geodesics   from   node i to node j, and 

similarly for the other NAGs.  

      Examples for the four cases or 

possibilities covered by this formula are 

shown in Figure (4).  
 

 

Case 1 

( There are 5 geodesics from i to j.)(There are 8 paths from 

i to j.)( a is 3 times on the geodesics from i to j.)( The link 

ab is 3 times on the geodesicsfrom i to j.) 
 

 
 

Case 2 

( There are 5 geodesics from i to j.)(There are 8 paths 

from i to j.)( b is 2 times on the geodesics from i to j.)( 

The link ab is 2 times on the geodesics from i to j.) 

 

 
Case 3:     

( There are 8 geodesics from i to j.)( There are 13 paths 

from i to j.)( There are 2 geodesics from i to a.)( There 

are 2 geodesics from b to j.)( The link ab is 2×2 = 4 times 

on the  geodesics from i to j.) 

 

 
 

Case 4:    (There is 1geodesic from i to j.) (There is 1 path 

from i to j.) (The link ab is 1 time on the geodesic from i to 

j.) 

Figure (4): The four possible cases for link ab 

appearance on the geodesics between nodes i 

and j. 

a=i b=j 

a 

b 
j 

i 

i=a b j 

i a b=j 
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The LAG formula (equation 1) could be 

proved as follows: 

i- If b=j, this means that node a is directly 

linked to node j (i.e. distance from node a 

to node j is 1), and so the link ab will 

appear on the geodesics from i to j as 

much as node a appears on these 

geodesics because all the geodesics 

passing from node i to node j through 

node a have to pass through the unique 

geodesic of length one, namely link ab. 

This is given by: NAG(i, j, a).  

ii- If a=i and b=j,  then  ab  is a  unique 

geodesic of length one between node i and 

node j.  Hence, the link ab appears once 

whenever node i approaches node j. 

iii- If a≠i and b≠j,  then for the link ab to 

appear on the geodesics from node i to 

node j, each of these geodesics must pass 

through nodes a and b simultaneously. 

Hence, the number of appearances of 

link ab depends on the number of times 

node a appears on the geodesics from 

node i to node j with the condition of 

passing through node b, and on the 

number of times node b appears on the 

geodesics from node i to node j with the 

condition of passing through node a. 

Based on this mutual dependability, the 

number of times link ab appears on the 

geodesics from node i to node j is given 

by the number of appearances of node a 

on the geodesics between node i and 

node b, multiplied by the number of 

appearances of node b on the geodesics 

between node a and node j, or:                                               

NAG(i,b,a) ×  NAG(a,j,b). 

iv- If a=i, this means that node b is directly 

linked to node i (i.e. distance from node 

b to node i is 1), and so the link ab will 

appear on the geodesics from i to j as 

much as node b appears on these 

geodesics, because all the geodesics 

passing from node i to node j through 

node b have to pass through the unique 

geodesic of length one, namely link ab. 

This is given by:    NAG (i, j, b). 

      Figure (5-b) shows the links number of 

appearances on geodesics matrix for the 

network of Figure (5-a). 

 

 

 

Figure (5): A 10 nodes network with a matrix 

showing the number of appearances of each 

link on the geodesics for the network. 

 

 

5- Assessment and Conclusions 

      Two new topology properties have been 

introduced here relating computing nodes 

and links appearances on geodesics in a 

given communication network. The two 

properties are quite useful when considering 

load distribution on nodes and links, and so 

can help in designing topologies with fair 

distribution of load on nodes and links. The 

properties have been developed using graph 

theory approach and are quite suitable for 

programming purposes. The properties are 

useful for analysis, design, and optimization 

purposes when it comes to loading 

considerations. 

 



ECCCM 2011, January 30 – 31, 2011                                                         University of Technology   
Control and Systems Engineering Department                                                Baghdad-Iraq         

240 
 

References 

 

[1] Nazrul,S., 1998, “Survivability 

Analysis of Two Specific 16-Node, 24-

Link communication Networks”, 

Master's Thesis, Electrical and 

Computer Engineering, Virginia 

Polytechnic Institute and State 

University.    

[2] Streenstrup,M., 1995, “Routing in 

Communication Networks”, Prentice-

Hall Inc. 

[3] Harary F., 1965, "Structural Models: 

An Introduction to the Theory of 

Directed Graphs", John Wiley &Sons. 

[4] Freeman, L., 1978/79, "Centrality in 

Social Networks Conceptual 

Clarification", Social Network Journal, 

No 1.   

[5] Saud L. J., 2006, “Topology Design 

Optimization Using GA.”, PhD Thesis, 

Control and Systems Engineering 

Department, University of Technology. 

 

Appendix “A” Finding the Distance 

Matrix [3] 

      Let N(D) = [dij] be the distance matrix of 

a given graph D, where i = 1,2,…,n, and j = 

1,2,…,n. Then; 

1. Every diagonal entry dij is 0,  

2. dij = ∞ if there is no path from i to j 

and so i cannot reach j, and otherwise, dij 

is the smallest  power y  to which A must  

be  raised so that a
y
ij> 0, that is, so that the 

i,j entry of A
y
# is 1. (Note: The A

y
# stands 

for the yth logic power of the adjacency 

matrix A. The logic power is made by 

logic multiplication rather than arithmetic 

multiplication, and as an example:     

1110111     ). 

3. N(D) only  tells the length of the 

geodesic between two points, and does not 

tell how many geodesics are there 

between any given two points. 

      The procedure for constructing the 

distance matrix N(D) from the adjacency  

matrix  will  be  illustrated  for  the  graph  of  

Figure (6).  

 

 

 

 

 

 

 

Figure (6): Constructing the distance matrix 

N(D) for graph D. 
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Abstract 

      The RSA cryptosystem is the most 

widely deployed public key cryptosystem 

and is used for both encryption and digital 

signature. It is commonly used in securing e-

commerce and e-mail, implementing virtual 

private network and providing authenticity 

of electronic documents. RSA security 

depends on the difficulty of the factoring 

large numbers. However if one could factor 

large number n into primes number, then one 

could obtain the private key. This paper 

presents RSA an approach to increase RSA 

security key size of RSA by adding a large 

prime number to the modulus. The proposal 

approach result was compared with the 

standard RSA. This work approach was 

applied on local area network (LAN). 

 

Keywords: Public key cryptosystem, RSA, 

RSA enhancement 

 

 

1. Introduction 

 

      Today even small businesses have more 

than one computer; at a minimum they have 

several personal computers. More 

realistically, most organizations are taking 

advantage of computer networks by 

installing portion of applications on more 

than one computer. As companies open 

offices in new location, they need to share 

data across a larger distance; companies are 

finding it useful and necessary to share data 

with people around the world. Unfortunate, 

the data going across the internet may not be 

as secure as we would like to think, it is not 

especially difficult for a person with the 

right technical skill to intercept the data 

going from one computer to another, but 

fortunately, there are several mechanisms that 

can protect any information that need to be 

send over a network [1], one of these 

algorithms that are used for this is RSA 

algorithm [2].  

In cryptography, a key is a piece of 

information (a parameter) that determines the 

functional output of a cryptographic 

algorithm. Without a key, the algorithm 

would have no result. In encryption, a key 

specifies the particular transformation of 

plaintext into cipher text, or vice versa during 

decryption. Keys are also used in other 

cryptographic algorithms, such as digital 

signature schemes and message 

authentication codes [3]. RSA is a public key 

cryptography: that includes a pair of 

cryptography keys (a public key and a private 

key) [1]. The private key is kept secret, while 

the public key may be widely distributed, 

incoming messages would have been encrypt 

with the recipients public key and can only be 

decrypt with his corresponding private key. 

The keys are related mathematically, but the 

private key cannot be practically derived from 

the public keys as RSA algorithm [1]. A Fast 

implementation on the RSA algorithm using 

A GNU MP library the application is 

executed, the existence of the key files are 

checked and if they do not exist, the RSA 

keys are generated [4]. On the Security of 

Multi prime RSA collect the strongest known 

algebraic attacks on multi-prime RSA these 

include factoring, small private exponent, 

small CRT exponent and partial key exposure 

attacks [5].Both 2-prime and multi-prime 

implementations require squaring reduction 

Paper Reference: ECCCM 10/67 
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and multiplication reduction of multi-

precision integers proposed as An efficient 

implementation of multi-prime RSA on DSP 

processor[6] 

      This paper is organized as follows. 

Section 2 illustrates the proposal algorithm. 

Section 3 computation complexity of the 

proposal algorithm. Section 4 

implementation. In section 5 the simulation 

results followed by conclusion in section6.   

 

2. The proposal algorithm: 

      This paper presents a method to increase 

the key size of RSA modulus by adding 

another large prime numbers to this 

algorithm. The proposed approach involves  

two main processes RSA key generation 

process and encryption ,decryption process:- 

 

2.1. RSA key generation process 

The keys of RSA algorithm are generated 

using following steps: 

 Choose (4-6) distinct large number 

random prime p,q,r,s,x,y. 

 Compute n=p*q*r*s*x*y      n is used as     

     modulus for both public and private key. 

 Compute Euler totient of n, which is the 

number of positive integer less than n 

and  relatively  prime to n.    

     Φ(n)=(p-1)*(q-1)*(r-1)*(s-1)*(x-1)*(y-1) 

 Choose the integer e such that  1<e< Φ    

       (n), e is released as the public key             

        exponent. 

 Compute d that represents the private 

key and satisfy the congruence relation 

                  )(mod1)( ned n    
2.2. Encryption and decryption process 

      To Encrypt the M message, M is divided 

into blocks such that M<n then using the 

formula M
e
 mod n to produce the cipher text.   

                 nMc e mod  Cipher text    . 

 

Decrypting the cipher text to recover the 

plaintext the following formula is used.  

                 ncM d mod  
 

3. Computation complexity of the proposal 

algorithm: 

 

      In the following algorithms the Φ (n) 

become complex according the following 

computations Computing Φ(n) without 

Factoring n with p, q keys. 

 Assume that n = p × q, p < q. 

Since (p + q)
2
 -(q - p)

2 
= 4pq = 4n, 

then  

(p+q)
2
= 4n + (q - p)

2 
so 

 q +p = √4n +(q - p)
2 
and then  

Φ (n)= n - (p + q) + 1 

 

 

Example:  

n = 221 ( 4n=884) 

So, q − p = 4 and q + p= 30, then Φ 

(n) =221-(30)+1=192 and p = 13, q = 

17,n = 13 × 17. 

Therefore breaking RSA system by 

computing Φ (n) is not easier than 

breaking RSA system by factoring n. 

(This is why n must be composite; Φ 

(n) is easy to compute if n is prime.) 

a) Computing Φ(n)without Factoring n 

with p,q keys, assume that  

       n = p × qxr , p < q ,q<r. 

Since (p + q)
2
 (q-r)

2
-(q - p)

2
(r-q)

2 
= 

4n(1/r+1/q+1/p) 

So to compute Φ(n) we must at least 

know one prime key    

   Therefore braking it will be more 

complicated and degree of complexity 

increase according to increase key size of 

RSA when n=pqrsxy 

 

 

q – p 
(q - p)

2 

+4n q + p = √4n +(q - p)

2

 

1 885 29.7489· · · 

2 888 29.7993· · ·  

3 893 29.8831· · ·  

4 900 30 
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4. Implementation 

 

      This work concerns implementation of 

RSA enhancement on network. The 

suggested system is designed by connecting 

two computers as a network client/server 

model. 

 

      Then the sending message is encrypted 

by this algorithm in one computer when the 

other computer receives the message and 

decrypts it. Consider a situation where takao 

wants to send database transaction to makiko 

across the internet. Takao looks up makiko's 

public key in a directory. Once the message 

is encrypted with makiko's public key, only 

her private key can decrypt no one else can 

read or change the transaction message. 

However, someone might be able to destroy 

the message before makiko receives it. 

      There is a second use of dual- key 

system called authentication. Let's say 

that takao wants to send a message to 

makiko. To make sure that only she can 

read it, he encrypts it with her public key; 

however, he is worried that someone has 

been sending false message to makiko 

using his name. takao wants to make sure 

that makiko knows the message came 

from him. If takao also encrypts the 

message with his private key, it can be 

decrypted only with takao's public key. 

When makiko receives the message, she 

applies her private key and takao's public 

key. If the message is readable, then it 

must have been sent by takao. This 

situation is depicted in figure (1). 

 

 

 
Figure (1) 

 

 

5. Simulation results: 

 

      RSA security depends on factoring large 

number (N). The security of RSA approach 

relies on factoring huge numbers (128 digits 

or more), which would take many years to 

factor with current technology. 

   Factoring n would enable an enemy 

cryptanalyst to break out method. The factors 

of n enable him to compute Φ (n) and thus d. 

fortunately; factoring a number seems to be 

much more difficult than determining 

whether it is prime or composite [7]. 

   There are several methods to factor number, 

but the fastest factoring algorithm developed 

by Pollard [8] is the general number field 

sieve (GNFS) is a general purpose algorithm 

for either factoring large integers or for 

solving an ordinary discrete logarithm 

problem. Its run time depends only on the 

size of the number being factored, or the size 

of the underlying field for the discrete 

logarithm problem. The time required to 

factor N using the general number field sieve 

is [9]:  

 

L(N) =exp(c ( lnN)
1/3

(lnlnN)
2/3

)). 
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This function combines the time to do the 

sieving and the time to solve the matrix. 

Theoretically each takes an equal amount of 

time. This fraction has been increased as the 

number get large. 

 

      The space required scales with SQRT (L 

(N))the proposed method more common for 

increased efficiency of encryption due to the 

hardware speedups has enabled keys to 

easily scale up to the dominant size of 1024 

bits[9,10] 

 

Tables (1-3) demonstrate the compare 

between RSA and the proposed methods in 

term of time, operation and space.  

 

 

 

Table 1:RSA operation verses the proposed 

method operation. 
pqrsxy Pqrsx Pqrs pqr 

 

pq Digit 

1.4x 1021 3.4x 

1019 
5.08x 

1017 
3.5x 

1015 
8.7x1

012 
100 

2.3x 1026 2x1023 1.4x 

1021 
4.4x 

1018 
3.5x1

015 
150 

3.1x 1028 2.3x 

1026 
9.1x 

1023 
1.4x 

1021 
5.1x1

017 
200 

2x1031 1x1029 2.3x 

1026 
1.9x 

1023 
3.4x1

019 
250 

6.8x 1033 2x1031 3.18x 

1028 
1.6x 

1025 
2x 

1023 
300 

1.25x 

1036 
2.7x 

1033 
2.6x 

1030 
8.4x 

1026 
4.1x1

022 
350 

 

Table 2: RSA time in years verses the 

proposed method time. 
Pqrsxy pqrsx pqrs pqr 

 

Pq Digi

t 

4.4x 1013 1.1x 

1012 
1.6x 

1010 
1.1x108 2.7x105 

100 

7.2x 1018 6.4x 

1015 
4.4x 

1013 

1.3x 

1011 
1.1x108 150 

9.8x 1020 7.2x 

1018 

2.9x 

1016 
4.4x 

1013 

1.6x 

1010 
200 

6.3x 1023 3.1x 

1021 
7.2x 

1018 

6.4x 

1015 

1.1x 

1012 
250 

2.1x 1026 6.3x 

1023 

9.8x 

1020 

5x1017 6.4x 

1015 
300 

4x1029 8.5x 

1025 
8.2x 

1022 
2.6x 

1019 
1.3x1015 

350 

 

 

Table 3: RSA space in Giga byte and the 

proposed method space. 
Pqrsxy pqrsx Pqrs pqr 

 

pq Digit 

6.6x 106 1x106 1.2x 105 1x104 400 
100 

2.6x 109 8x107 6.6x106 3.6x1

05 
1x 104 150 

3.1x 

1010 
2.6x 109 1.7x108 6.6x1

06 

1.2x 105 200 

7.9x 

1011 
5.5x 

1010 
2.6x 109 8x107 1x 106 250 

1.5x 

1013 
7.9x 

1011 

3.1x 

1010 

7x108 8x 107 300 

6.3x 

1014 
9.2x 

1012 
2.8x 

1011 
5x109 3.6x107 

350 

 

Table (1) shows the difference in number of 

operation between the standard RSA and the 

proposed method, in different ways when 

each prime digits=50 the number of operation 

of pq=8.7x10
12

, pqr=3.5x 10
15

, pqrs=5.08x 

10
17

, pqrsx=3.4x 10
19

 and pqrsxy=1.4x 10
21 

also, the number of operation to factor n is 

increased then the attacker to break this factor 

will be more difficult due the increase in 

prime number and its coefficient. 

 

The table (1) gives the number of operations 

needed to factor n with GNFS method, and  

Table (2) illustrates the time required if each 

operation uses one microsecond, for various 

lengths of the number n (in decimal digits) 

and the difference between the standard RSA 

and the proposed RSA method. 

Table (3) shows the space is increased 

according to increasing the prime numbers. 

 

 

6. Conclusion 

 

      This paper was implemented on LAN as a 

practical application during RSA appearance 

there was a limitation in speed, size and time 

of factoring keys. So, two prime numbers for 

securing key are used at that time. A practical 

reason for using an extended keys make 

possibility of cryptanalyst to the key is 

difficult. This paper proposed a method to 

extend the RSA key. Increasing RSA key to 

increase the time of factoring n and the 

number of operations, an extending in RSA 
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key is required so the cryptanalyst encounter 
face difficulties to factor the number n. On 
the other hand, the space needed for the 
proposed method increases as was 
represented in the simulation results tables.    
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Abstract 

Programmable logic requires both 

hardware and software. Programmable logic 

devices can be programmed to perform 

specified logic functions by the manufacturer 

or by the user. This paper presents a proposed 

design and implementation of an 8-bit 

Arithmetic Multiplier based on FPGA (Field 

Programmable Gate Array). The design is 

implemented by using a schematic FPGA 

way using CPLD (Complex Programmable 

Logic Device) development board SN-

PLDE2. The development board contains an 

FPGA device EPF8282ALC4-4 (5000 gates 

account) of Altera FLEX8000 family 

(Flexible Logic Element MatriX) with the 

other necessary peripherals. The proposed 

design is achieved under MAXplus2 V10.1 

software for FPGA programming. The 

designed arithmetic multiplier is tested using 

an experiment board (SN-PLDE3A). The 

results show both efficient usage and high 

performance including the accuracy and the 

fast operation.   

 

 

Keywords 

Arithmetic Multiplier, FPGA, FLEX 

 

 

 

1. Introduction 

The process of a binary multiplication 

with paper and pencil is illustrated in Figure 

(1). The multiplicand is multiplied in turn 

by each digit of the multiplier. These partial 

products are then added with due  

 

consideration for the differing numerical 

significance of each digit of the multiplier. 

Each partial product is either identically 

zero or equal to the multiplicand, depending 

on whether the multiplier digit is 0 or 1 

respectively [1, 2]. 

 

 

 

2. The Proposed Design 

As shown in Figure (1), the binary 

arithmetic multiplication process needs binary 

multiplication, shifting, and addition 

processes. Therefore; the main parts of the 

proposed design should involves an 8-bit full 

adder (8ADD), an 8-bit multiplier shift 

register constructed with two 4-bit shift 

registers, an accumulator (MUL8ACC) 

      
d

3 

d

2 

d

1 

d

0 
 

      1 0 1 0 Multiplicand 

   x   1 1 0 1 Multiplier 

  0 0 0 0 0 0 0 0 

Partial 

product 

initially 

      1 0 1 0 
d0=

1 

Partia

l Prod. 

Shif

t 
    0 0 0 0  

d1=

0 

Shif

t 
   1 0 1 0   

d2=

1 

Shif

t 
+  1 0 1 0    

d3=

1 

  1 0 0 0 0 0 1 0 
   Final 

Product 

Figure (1) Binary Multiplication Example 

Paper Reference: ECCCM 10/35 
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constructed with four PIPO shift registers, 

pulse generator and a control pulse 

generator. All above parts will be detailed in 

the following sub-sections. The complete 

proposed design is shown in Figure (2).  

 

 

 

 

 
 

 

The 8-bit multiplicand (b0-b7) is fed to the 

adder input (X0-X7). The accumulator output 

(Q8-Q15) is fed to the adder input (Y0-Y7). 

With the LD control signal, the adder output 

(S0-S7) and its carry out are loaded to the 

inputs (D8-D15) of the accumulator 

(MUL8ACC). The 8-bit multiplier (a0-a7) is 

parallel-loaded into the multiplier shift 

register. 

 

The pulse generator (clkkey) generates a 

starting pulse to drive the 8-bit multiplier. The 

control pulse generator is used to generate the 

control pulses for the multiplication process. 

The following sections will give the details of 

each part mentioned above. 

 

 

 

2.1 Multiplier Shift Register 

 

This part constructed with two 4-bit 

shift registers as shown in Figure (2). Its main 

job is the serial shift process of the multiplier 

bits to determine whether the load signal to 

the LD input of MUL8ACC is generated 

or not according to the following AND 

process. 

LD(acc) = Multiplier bit . LD(control 

signal) 

 

For 1 multiplier bit leads to pass the LD 

signal to load adder output into the 

accumulator. 

 

 

2.2 8-bit Full Adder (8ADD) 

This part is constructed with two 4-bit 

adders. Each one of these 4-bit adders 

involves four ordinary full adders as shown in 

Figure (3). Its job is to implement the required 

addition process of the partial products till 

reach the final product. 

Figure (2) The Proposed 8-bit Multiplier 

 

multiplicand 

product 

multiplier 
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2.3 Accumulator (MUL8ACC) 

        The accumulator part of this design 

consists of four 4-bit PIPO shift registers and 

its control logic circuit as shown in Figure (4). 

It has two main jobs; the first one is to 

accumulate (temporary storage) of the partial 

products after each the multiplication process 

with the multiplier bit. The second one is the 

one bit shifting process that is required after 

each multiplication process as described in 

Figure (1), [1, 3]. 

 

 
 

 

 

Figure (4) Accumulator Figure (3) 8-bit full adder (8ADD) 
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The 4-bit shift register (pipo4) that is used in 

the accumulator is shown in Figure (5) 

 

 

 
 

 

2.4 The Pulse Generator (clkkey) 

Figure (6) shows the pulse generator 

(clkkey) that generates a starting pulse to 

drive the 8-bit multiplier. Figure (7) shows 

its timing diagram. Initially, all flip-flop 

outputs are cleared. If a START signal 

(logic 1) is applied to the KEY input, the 

flip-flop outputs Q1=1 and Q2=D2=Q1    . 

KEY=1 on the rising edge of clock pulse 

no. 1. On the rising edge of clock pulse 

no. 2, the Q1 output remains at 1 and the 

Q2 output  returns to 0 because D2= Q1    . 

KEY=0. Hence, a pulse appears at the Q2 

output. 

 

 

 

 

 

 
 

 

 

 
 

 

 

 

 

2.5  The Control Pulse Generator  

The control pulse generator shown in 

Figure (8) is used to generate the control 

pulses for the multiplication process. The 

START pulse comes from the PULSE 

output of clkkey. On the rising edge of the 

third clock pulse, a logical high appears at 

the DONE output and flip-flop output, and 

arrives at the EN and CLRN (clear) inputs 

Figure (6) Start pulse generator 

Figure (5) 4-bit Shift register 

Figure (7) Timing diagram of clkkey 
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of the divide-by-16 counter to start 

counting. The DONE output holds at high 

for the succeeding clock pulses until the 17
th

 

clock pulse arrives. During this counting 

period, the counter output changes from 

0000 to 1111; load operation (LD=1) 

performs at every even-numbered clock 

pulse, and shift operation (SH=1) performs 

at every odd-numbered clock pulse. 

Therefore, 16 clock pulses are needed for an 

8-bit multiplication. 

 

 

 
 

 

 

From the logic diagram shown in Figure (8), 

the Boolean equations for SH and D are 

given by: 

D = START &Q + Q &Q0 & 𝑄1 & 𝑄2 & 𝑄3                            

SH = Q & 𝑄0 

LD = Q &Q0     

When the START pulse appears at the start 

input, the Q output is clocked to a logical 1, 

which drives the 4-bit synchronous binary 

counter to counting up: After 16 clock 

pulses, 

 
Y = Q0 & 𝑄1 & 𝑄2 & 𝑄3                         = 0. The Q output 

returns to 0 to terminate the counting. The 

timing diagram of the control pulse 

generator is shown in Figure (9). 

 

 

 

 

 

 

The 8-bit multiplier has eight shift-and-

add cycles. Each cycle is divided into shift 

and addition operations [4]. During shift 

operation, both the multiplier a0-a7 and the 

partial product Q0-Q15- are shifted by one 

position. If the multiplier bit at D0 is 1, 

addition operation is then performed. The 

shift operation is performed at every odd-

numbered clock pulse when Q0=1 and SH=1, 

the addition operation is performed at every 

even-numbered clock pulse when Q0=0 and 

LD=1. During this operation, the adder 

output S7-S0 is loaded into the accumulator 

D8-D15. 

 

Figure (9) Timing diagram of the Pulse 

generator 

Figure (8) Control pulse generator 
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3. Experimental Test 

 Implementing the proposed design with 

the software MAXPlus2 V10.1, as shown 

in Figure (10) and save it as graphic 

editor file format (.gdf). 

 

 
 

 

 

 Compile the design and assign FPGA pins 

to I/O devices. As shown in Figure (11). 

 

 Download the design into the CPLD / 

FPGA development system CIC-310 with 

appropriate downloader software 

(DNLD82.exe) by using the RS-232 COM 

Port as shown in Figure (12), this done by 

the aid of the Altera applications note for 

FPGA devices [5]. 

 

 Set the input values of the multiplicand a7-

a0 and the multiplier b7-b0. Apply clock 

pulses by pushing and releasing the pulse 

generator equipped with the development 

system and recording the partial products 

and the final product and checking its 

validity. 

 

 

 

 
 

 

 
 

4. Conclusions 

Arithmetic Binary Multipliers can be 

implemented in FPGAs, providing both 

efficient usage and high performance. The 

Altera FLEX8000 family is particularly well 

suited for this application. There is a range of 

options available to the user when designing 

multipliers: speed, area, accuracy and the 

design method.  

Figure (12) Downloader window 

Figure (11) Compiler window 

Figure (10) the proposed Design as appear 

in maxplus2 software 
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During this design and implementation, 
the following points can be concluded: 
 

 The Altera development tools and the 
FLEX8000 devices can effectively 
create multipliers to meet the 
individual requirements. 

 The advantage of the programmable 
logic over fixed-function logic is that 
the devices use much less board space 
for an equivalent amount of logic. 

 With programmable logic, designs can 
be readily changed without rewiring or 
replacing components. 

 A logic design can generally be 
implemented faster and with less cost 
with programmable logic than with 
fixed-function ICs. 

 The proposed design can be used to 
build the decimal multipliers. 
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Abstract: 

      The aim of this research is to provide a 

computerized technique to built Entity 

Relationship Table (ERT) instead of Entity 

Relationship Diagram (ERD). The ERT 

contains Source Node Type (SNT) and 

Destination Node Type (DNT) which either 

Entity or Attribute. Also contain source and 

destination node and their relationship type; 

Source Node Relationship Type (SNRT) and 

Destination Node Relationship Type (DNRT); 

the verb presents the relationship name 

between nodes. The program in this research 

is splitting the relationship from subject item 

then the relation will map to relationships 

dictionary to get real word presentation to the 

corresponding relationship words. The same 

process is repeated with Complement group. 

 

 
Keywords: Natural Language Processing 

(NLP), Entity-Relationship Model (E-R), 

Visual Basic. 

 

 

1-Introduction: 

      ERD is a simple graphical technique, 

which is used to decide which database tables, 

fields and relationships will be needed in any 

database no matter what Data Base 

Management System (DBMS) you are going 

to implement your database application. The 

technique can be used as the first step in 

database design [1]. 

      A relationship is an association between 

entities. The relationship name is an active or 

passive verb. For example, a STUDENT takes  

 

a CLASS, a PROFESSOR teaches a CLASS 

[2]. 

      Most previous papers and researches use 

Semantic Network (SN) [3]. In [3], the author 

uses the SN to represent the E-R Model using 

Prolog language.  

       In [4], the Inference Rules for Functional 

Dependencies (FD) (Reflexivity, 

Augmentation, Transitivity, Pseudo 

Transitivity, Union, and Decomposition) are 

used by the authors to get Closure. 

For a set H of dependencies, the inference 

rules above can be used to drive all 

dependencies implied by H. H+ should be 

used to refer to as the Closure of H to denote 

the set of all dependencies that are drivable 

from H it is called Cover of H and it is a non 

redundant cover if no proper subset of it is a 

cover of H [5]. 

      The system has been implemented in 

Visual Basic language. The results that 

obtained in this paper validate the truth that 

the next stages of normalization are to simply 

be implemented. 

1-1 Entities: 

       Entity at the modeling level actually 

refers to the entity set and not to a single 

entity occurrence. In other word Entity in the 

E-R model corresponding to a table and not a 

row in the relational environment [6]. The 

relationship lines represent relationships 

between entities. The relationship can be 

classified into four types [1]. 

Paper Reference: ECCCM 10/23 
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1- One to one (1:1). 

2- One to many (1: M). 

3- Many to one (M: 1). 

4- Many to many (M: N). 

  

      In Chen models, an entity is represented 

by a rectangle containing the entity's name. 

The entity name, a noun, is usually written in 

capital letters. The Chen model places the 

relationship names with a diamond. The 

diamond is connected to the entity rectangles 

through a so-called relationship line [7]. For 

example "A CLASS is enrolled in one or 

more COURSES" is represented in Chen 

Model as shown in Figure (1). The result of 

the example as an ERT is shown in Figure 

(15). 

 

 

 

 

 

1-2 Attributes: 

      Attributes are characteristics of entities 

[8]. In the Chen model, attributes are 

represented by ovals and are connected to the 

entity rectangle with a line. Each oval 

contains the name of the attribute. Attribute 

can be classified in two types [7]: 

1- A Single-valued attribute is an attribute 

that can have only a single value. For 

example "A COURSE has a number, a 

day and an hour" is represented in Chen 

model as shown in Figure (2). The 

resultof the example as an ERT is shown 

in Figure (16).  

 

 

 
 

 

 

 

 

 

2- Multi-valued attribute are attributes 

that can have many values. For 

instance a Student may have name, 

age and several addresses, College 

address and Home address. In the 

Chen E-R model, multi-valued 

attributes are shown by double line 

connecting the attribute to the entity. 

The E-R diagram for "STUDENTS 

have a name, an age and one or 

several addresses" is shown in Figure 

(3). 

 

 

 

 

 

 

 Within the original entity, create 

several new attributes, one for each of 

the original multi-valued attribute's 

components. For example, we can 

split the Students entity's attribute 

addresses to create the new attributes 

College address and Home address as 

shown in Figure (4). 

 

Figure (2): The Attribute of the Course 

Entity in Chen Model 

Students 

Name Age Addresses 

Figure (3): Multi-value for Students Entity 

COURSE 

Number Day Hour 

Figure (1): The ERD between Class and Courses 

Entities 

CLASS Is enrolled COURSES 

1 M 
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 Create a new entity composed of the 

original multi-valued attribute's 

components as shown in Figure (5). The 

new (independent) Address entity is then 

related to the original Students in a 1: M 

relationship. This step can applied in 

ERT as shown in Figure (17). 

 

Figure (5): A New Entity Set Composed of a Multi-

Valued Attributes 
 

2-Proposal System: 

      The system that has been implemented 

previously was "Sentence Analysis via Verb", 

the system get sentence as input, the sentence 

has syntax <Subject Group><Verb 

Group><Complement Group>. Subject group 

is everything before verb group while 

Complement group is everything after verb 

group. The system divide sentence by verb 

into Subject Group list, Verb Group and 

Complement Group list. 

For example: 

STUDENTS HAVE A NAME , AN AGE AND ONE 
OR SEVERAL ADDRESSES 

Subject Group list:  

Sub1-list (0) = STUDENTS 
 

Verb Group: HAVE 
 

Complement Group list: 

Comp1-list (0) = A NAME 

Comp1-list (1) = AN AGE  

Comp1-list (2) =ONE OR SEVERAL 

ADDRESSES 

The output will be an input to the current 

system. The program has six main stages to 

create ERT. As shown in Figure (6). 

 

Figure (6): Block Diagram for ERT 

 

Convert Subject and Complement Groups 

Lists to two Dimensional Arrays to Extract 

the Relationship 

Start 

Map the Relationship to Real World 

presentation 

Save Relationship to Lists 

End 

Convert Subject and Complement Items to 

Lists 

Check Subject and Complement Items with 

Dictionary 

Distribute Subject List and Verb Group to 

Complement List to Produce E-R Table 

Input Subject-Group List, 

Verb Group and 

Complement Group List 
 

Display the E-R 

Table 

 

STUDENT 

NAME 

AGE 

COL-ADDR 

Have ADDRESS 

HOME-
ADDR 

1 M 

Figure (4): splitting the multi-

valued attribute into new attributes 

Students 

Name 

Age 

Col-
Addr. 

Hom-
Addr. 
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The flowchart has nested loops; the first loop 

will take a row from complement group list to 

convert it to one dimensional array, by using 

split instruction which store each word in 

single location. The second loop will convert 

one dimensional array to two dimensional 

array. This process will continue until 

complement group list stores in two 

dimensional array. As  shown in Figure (7).  

The result of the flowchart is shown in Table 

(1). The same process is done to subject 

group. 

 

Table (1): Two Dimensional Array of Complement 

Group 

 

 
 Comp(1) Comp(2) Comp(3) Comp(4) 

1 A NAME   

2 AN AGE   

. ONE OR SEVERAL ADDRESSES 

9     

 

 

      The major point to convert complement 

list in two dimensional array, in order to deal 

with relationship and present it in real world 

presentation i.e. (1, M) as shown in Table (2). 

The program first try to find relationship that 

consist of four words. These words are then 

compared with relationship dictionary. If the 

relationship is found, the program will change 

the default flag value from false to true and 

took the relationship type i.e. (1, M) from 

dictionary and store it in first location in the 

array while the other words are deleted from 

the array as shown in Figure (8); otherwise if 

the flag is remain false the program execute 

another codes to find relationship that consist 

of three or two or one words.   

 

 

Figure (7): Convert Complement Group to Two 

Dimensional Array 

 

 

 

 Comp(1) Comp(2) Comp(3) Comp(4) 

1 1 NAME   

2 1 AGE   

. M   ADDRESSES 

9     

 

 

Comp-Two-Dim (I, J) = Comp-One-Dim (J) 

For I = 0 To Comp1-List-Size 

St = "" 

St = Comp1-List (I) 

Comp-One-Dim = Split (St) 

For J= 0 To UBound (Comp-One-

Dim-Size) 

J<= Comp-One-

Dim-Size 

J<= Comp1-List-

Size 

Start 

A 

Yes 

No 

Yes 

No 

Table (2): Convert Relationship to Real 

Word Presentation 
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Figure (8): Convert Relationship to Real World 

Presentation 

 

      The first location of two dimensional 

array that contain the type of relationship is 

stored in complement relationship list and the 

relationship type will be deleted from the 

array, as shown in table (3), in case if the first 

location of each row does not has  data, the 

program will add "1" to complement list. As 

shown in Figure (9).   

 

 

 

Table (3): Delete Relationship from Array 

 

 Comp(1) Comp(2) Comp(3) Comp(4) 

1  NAME   

2  AGE   

.    ADDRESSES 

9     

 

 

 

 

 
 

 

 

Figure (9): Convert Relation to Complement List 

 

As shown in Table (3) each complement item 

consists from one word but in some case the        

complement item may contain two or more 

words, for example if the item "AGE" is 

replaced with "SOCIAL SECURITY 

NUMBER" that mean will take three location 

 

For I = 0 To 9 

Open Relationship File: RCFlag = False 

Move First Record 

Loop 

If  T =T-Rel-Name 

T=Comp-Two–Dim(I,0)+Space(1)+     

     Comp-Two–Dim(I,1)+Space(1)+    

     Comp-Two–Dim(I,2)+Space(1)+ 

     Comp-Two–Dim(I,3)+Space(1) 

T-Rel-Name=Rel-Name-Field 

T-Rel-Type=Rel-Type-Field 

Comp-Two–Dim(I,1)=" "  : 

Comp-Two–Dim(I,2) = "" : 

Comp-Two–Dim(I,3)=" " 

 

RCFlag=True 

Move Next Record 

 

EOF(Rel-File) 

B 

I <= 9 

Comp-Two–Dim(I,0) = 

Rel-Type-Field 

 

Yes 

No 

Yes 

No 

Yes 

No 

A 

 

For I = 0 To 9 

If  Comp-Two-Dim(I,0) = "1"  

Or Comp-Two-Dim(I,0) = "N"  

Comp-Rel.additem Comp-Two-Dim (I,0) 

Comp-Two-Dim (I,0) ="" 

I <= 9 

Comp-Rel.additem "1" 

C 

No 

Yes 

Yes 
No 

B 
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in the array. Therefore the job of the program 

collects these words and stores it in 

complement list. As shown in Figure (10).  

 

 

Figure (10): Store Complement Item in 

Complement List 

 

      The next process the program take each 

complement item from the list complement 

and call the check complement item with 

dictionary as shown in Figure (11). 

 

Figure (11): Calling Check Complement Item 

Procedure 

 

      The following program take a 

complement item to compare with Subject-

complement dictionary that has two fields 

(Node Name and Node Type) for example 

"STUDENT" present Node Name while Node 

Type either "E or A" which mean Entity or 

Attribute. If the complement item is found the 

flag will be converted from False to True and 

the node type will store in complement list 

type then the program will exit from the sub 

routine. While if the search is failed to find 

word in dictionary that mean the flag remain 

false and the program will display message to 

inform the user that Node Name does not 

exist in the dictionary, and should entered it 

and specify the node type may an Entity (E) 

or Attribute (A). The system will add node 

name to the list as shown in Figure (12).   

 
C 

For I = 0 To 9 

S = "" 

For J = 0 To 9 

If  Comp-Two-Dim(I,J) <>= ""    

S = S + Comp-Two-Dim(I,J) + space(1) 

J <= 9 

S <> "" 

Comp-List.additem S 

I <= 9 

Yes 

No 

Yes 

No 

Yes 

No 

D 

Yes 

No 

 
D 

For I = 0 To Comp-List-Size -1 

Call Find-Comp-Item(S) 

S=Comp-List.List (I) 

I <= Comp-List-Size -1 

E 

No 

Yes 
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Figure (12): Complement Item Procedure 

 

 

      The last flowchart has nested loop, the 

first one for Subject list while the second loop 

for complement list and verb group. The 

complement list and verb group is distributed 

among subject list to produce ERT. As shown 

in Figure (13). 

 

 

 

 

 

 

Figure (13): Create Entity Relationship Table 

 

 

 

Open Entity-Attribute File: Flag=False 

Loop 

S = Node-Name-Field 

Move Next Record 

EOF(Etity-

Attribute-File) 

No 

Yes 

Yes 

CIFlag = True 

Comp-List-Type.additem 

Node-Type-Field 

End Sub 

Move First Record 

 CIFlag = False 

Move Last Record 

Add New Record 

Node-Name? 

Node-Name-Field = Node-Name 

Node-Type? 

Node-Type-Field = Node-Type 

Comp-List-Type.additem Node-Type 

 

Move First Record 

Start Sub 

Yes 

No 

No 

 

For I=0 To Sub-List-Size-1 

E 

For J=0 To Comp-List-Size-1 

Open E-R File 

Source-Node-Field = Sub-List(I) 

SRT-Field = Sub-Rel-Type(I) 

Add New Record 

Verb-Field = Verb-Group 

SNT-Field = Sub-Node-Type(I) 

Destination-Node-Field = Comp-List(I) 

DRT-Field = Comp-Rel-Type(I) 

DNT-Field = Comp-Node-Type(I) 

J <=Comp-List-

Size-1 

I <=Sub-List-Size-1 

End 

Yes 

Yes 

No 

No 
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3-The Implementation: 

       The system has been implemented in 

Visual Basic language; the main window 

consists of three main buttons, the first one is 

"Create New ERT" which create new Entity 

relationship Table (ERT) when the user click 

on it a message will appears to alarm the user 

that "all data will be deleted?” The second 

button "Modify Old ERT" will add new data 

to the existing data, the third button "Exit" to 

exit from the system as shown in Figure (14). 

The second window allow the user to enter 

sentence, this window contain two buttons, 

"Sentence Analysis": this button has two 

actions; the first one will analyzed sentence to 

three groups, the second action; will create 

ERT  from sentence groups, the result will be 

display on DB-grid. The second button is 

"New Sentence" is used to clear the text box 

from previous sentence and all other lists and 

variables will be cleared from data of 

previous execution.   

 

 

      In the implemented system, the entity and 

attribute is written in capital letters. The 

following example shows the ERT between 

two entities. 

Input Sentence:  A CLASS IS ENROLLED 

IN ONE OR MORE COURSES 

Output ERT: 

 

Figure (15): The Relationship Between Class and 

Course Entities 

 

    The following example shows the single 

value attributes of COURSE entity. 

Input Sentence: A COURSE HAS A 

NUMBER , A DAY AND AN HOUR 

Output ERT: 

 

 

Figure (16): Single Value Attributes for Course 

Entity  

 

 

Figure (14) Main Window 
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The following example shows the multi-value 

attributes of STUDENTS entity. 

Input Sentence1:  STUDENTS HAVE A 

NAME , AN AGE AND ONE OR SEVERAL 

ADDRESSES 

Input Sentence2: ONE OR SEVERAL 

ADDRESSES HAVE COLLEGE ADDRESS 

AND HOME ADDRESS 

Output ERT: 

 

4- Conclusion: 

      Many points are concluded in this paper. 

First, Computer Aided techniques can be 

successfully applied to the database design 

problem. When used with appropriate 

interface they can help the Data Base 

Administrator (DBA) produce more quickly a 

better quality design with this assistance. 

Second, The ERT can be use as a learning 

application to describe the E-R model. Third, 

the ERT can be used to makes the 

programming of Inference Rules for 

Functional Dependencies easy to process to 

get well design. 
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Abstract: 

The Braille system is a method that is 

widely used by blind people to read and 

write. Braille generally consists of cells of 

raised dots arranged in a grid. The presence 

or absence of dots can be sensed by the blind 

people‟s fingertips to give them the coding 

for the symbol. 

The electronic revolution is changing 

the way Braille is produced, stored and 

retrieved, making it easier to use in the work 

place. All kinds of materials can be put into 

Braille, from bank statements to bus 

timetables, maps to music. But it is still 

difficult to produce an error-free Braille for 

complex materials. In this paper, the ability 

of the neural networks will be tested to be 

used for translating scanned text pages, 

books or lectures from English language into 

Grade I Braille; so that blind people can deal 

with it. 

An artificial neural network is 

designed with minimum structure and tested 

to convert the English characters into grade I 

literary Braille code. English characters will 

be assumed to be affected by noise of mean 

variant between 0 and 0.4.The output of the  

 

 

N.N can be stored in a data file that can be 

sent into a Braille printer or a Braille display.  

 

Keywords: Neural Network, conversion, 

Braille, English characters. 

 

1- Introduction: 

The Braille system is a method that is widely 

used by blind people to read and write; 

Figure (1). Braille generally consists of cells 

of six raised dots arranged in a grid of two 

dots horizontally by three dots vertically. The 

dots are conventionally numbered 1, 2, and 3 

from the top of the left column and 4, 5, and 

6 from the top of the right column, as shown 

in figure (2). The presence or absence of dots 

gives the coding for the symbol [1]. Today, 

different Braille codes (or code pages) are 

used to map character sets of different 

languages to the six bit cells. Different 

Braille codes are also used for different uses 

like mathematics and music. In addition to 

simple encoding, modern Braille 

transcription uses contractions to increase 

reading speed; therefore; Braille method is 

classified as a nonlinear writing [1].

        Figure (2): Braille cell.                                     Figure (1): Picture of reading Braille. 
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Many authors dealt with the use of Neural 

Networks for handprint OCR and character 

recognition using Neural Network [2][3][4]. 

These researches includes the recognition of 

Arabic Hand Written Characters [5][6]. 

Furthermore, many authors discussed 

detailed description of methods for 

converting English letters into Braille and 

display characters on display terminals [7] 

[8]. Also, the quality testing of Braille 

printed paper was also investigated [9]. 

 

 

 

2- Braille System: 

Braille system was presented by 

Louis Braille in 1834. Common Braille 

characters are based on a 6-dot cell having 

two columns of three dots. Dot height is 

approximately 0.02 inches (0.5 mm). The 

horizontal and vertical spacing between dot 

centers within a cell is approximately 0.1 in 

(2.5 mm).  The blank space between dots on 

adjacent cells is approximately 0.15 in (3.75 

mm) horizontally and 0.2 in (5.0 mm) 

vertically. A standard US Braille page is 11.5 

by 11 inches and typically has a maximum of 

40 to 42 Braille cells per line and 25 lines 

[1]. 

Some 6 dot Braille cells have 

numerous meanings. Numbers, capital letters, 

and many symbols require more than one cell 

to produce 6 dot Braille data. There are four 

Braille codes currently used in the United 

States. The four U.S. Braille codes are the 

Literary Braille Code, the Nemeth Braille 

Code, Computer Braille Code (CBC), and the 

Music Braille Code. There are differences in 

the Braille alphabet codes used in various 

English-speaking countries, which prevent 

the exchange of Braille materials. Other 

Braille codes are presently under 

development, some require the use of 8 dots 

or other raised symbols [10]. 

 

 

 

 

2.1 Types of Braille Codes: 

A- Literary Braille Code: [11] 

1)  Grade I Braille 

 The basic code is called grade I 

Braille; it is a direct substitution of normal 

print letters for letters from the Braille 

alphabet which can be read by all Braille 

users, and it is the first stage of learning to 

read Braille.  

 

2)  Grade II Braille 

 Grade II is a shorter form which 

makes reading and writing Braille much 

faster. Grade II Braille consists of 

contractions added to the combinations to 

represent letter groups such as „the‟ and „for‟. 

The contractions are too numerous to list 

here. Grade II should be used for longer signs 

i.e. an opening plaque or site description. 

Grade II is also used widely in books, 

magazines and leaflets. It occupies less space 

than Grade I Braille but all Braille is bulky. 

For example, one A4 printed page would 

need approximately two and a half pages to 

reproduce in Braille. 

 

B- Nemeth Braille Code 

 It is used for mathematics and science 

material which contains symbols not 

available in Literary Braille. The Nemeth 

Braille Code is not an expanded version of 

the Literary Braille Code [10]. 

 

C- Computer Braille Code (CBC) 

 Computer Braille Code was 

developed in order to transcribe materials 

relating to computers. It uses some symbols 

from Literary Braille, some from Nemeth 

Code, and some symbols of its own. 

Computer Braille Code requires file names, 

the exact count of blank spaces, and other 

details that are required for computer 

programming and the use of computers [10].  

 

 

D- Music Braille Code 

 Music Braille Code is a completely 

different Braille code. An extensive 
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knowledge of music is necessary for the 

accurate transcription of music into Braille. 

[10]. 

 

2.2 Braille Letters and Characters: 

In this paper, the literary grade I 

Braille code will be considered. The first ten 

letters of the alphabet and the numbers 1 

through 0 are formed using only the top four 

dots (1, 2, 4, and 5). Adding dot 3 forms the 

next ten letters, and adding dot 6 forms the 

last five letters (except w) and the words: 

(and, for, of, the, and with). Omitting dot 3 

from the letters U-Z and the five word 

symbols forms nine digraphs (ch, gh, sh, th, 

wh, ed, er, ou, and ow) and the letter w [1]. 

The numbers (1, 2… 0) are announced by a 

sign using dots 3, 4, 5, and 6 before the 

letters (A, B… J). The use of dot 6 just 

before a letter indicates a capital letter as 

shown in the figure (3) [1] [12]. 

 
Figure (3): The use of two cells to express 

capital letters and numbers. 

 

3- Neural Networks: 

An Artificial Neural Network (ANN), 

often just called a "Neural Network" (NN), is 

a mathematical model or computational 

model composed of simple elements 

operating in parallel. These elements are 

inspired by biological nervous systems. It 

consists of an interconnected group of 

artificial neurons and processes information 

using a connectionist approach to 

computation. In most cases an ANN is an 

adaptive system that changes its structure 

based on external or internal information that 

flows through the network during the 

learning phase. 

In more practical terms neural 

networks are non-linear statistical data 

modeling tools. They can be used to model 

complex relationships between inputs and 

outputs or to find patterns in data. [13] [14]. 

The universal approximation theorem 

for neural networks states that: "every 

continuous function that maps intervals of 

real numbers to some output interval of real 

numbers can be approximated arbitrarily 

closely by a multi-layer perceptron with just 

one hidden layer". This result holds only for 

restricted classes of activation functions, e.g. 

for the sigmoidal functions. 

 

4- Design of English to Braille converter 

using Neural Networks: 

Using MATLAB programming; a 

neural network will be designed to recognize 

and to convert English characters into Braille 

characters. The neural network should be 

able to classify noisy characters as well as 

noise free characters. 

 A page that is scanned by an imaging 

device is converted into matrices of 400 

element columns that represent a 20*20 grid 

for each character. The matrix should have 

the values of 1‟s to represent black, and 0‟s 

elsewhere. Sometimes, the imaging device is 

not perfect and the letters may suffer from 

noise. Here the neural network should be 

able to recognize the true characters and 

generate an output according to each 

character. However, the method of scanning 

and converting the image into matrices is out 

of the scope of this paper. 
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Figure (4): Converting noisy E character into 35 element array. 

 

The output of the network is used to generate 

the corresponding Braille character according 

to the Braille rules. The generated Braille 

characters are saved as a matrix of 2*6 

elements for each character. As in English 

representation; each Braille dot is represented 

by 1 in its corresponding place in the output 

matrix, and zero elsewhere.  

In this paper, the artificial neural 

network will be designed and trained to 

recognize 63 characters :( 52 English capital 

and small letters, 10 numbers and the space) 

using back-propagation training algorithm. 

The network is trained using the patterns of 

the input matrix (English_char). This matrix 

has a size of 400*63 elements, each column 

of this matrix contain the data of a perfect 

character. Capital letters (A-Z) are placed in 

the columns (1-26) and then the small letters, 

followed by numbers and the (space). The 

output of the network is represented by the 

identity matrix (Targets) that has 63*63 

elements. The steps of the algorithm are 

shown in the figure (5). The neural network 

needs 400 inputs in the input layer and 63 

outputs in its output layer. The output of the 

network should be 1 in the position of the 

detected character and 0 elsewhere. For 

example; if character (B) is the input then the 

output should have 1 in the 2
nd

 element in the 

output vector and 0 elsewhere. Finally, the 

MATLAB program is used to generate 

Braille characters according to the output of 

the neural network.  

 

 

 

 

 

4.1- Initialization of the Data Characters: 

 In order to design and train the neural 

network, data characters should be initialized 

and the following steps should be made: 

• Load Perfect characters images. 

• Resize and reshape the characters into 

a column matrix. 

• Arrange characters‟ columns side by 

side in the matrix (English_char). 

• Create each Braille character as a 6*2 

array. 

• Arrange the arrays of the Braille 

characters in the matrix (braille) so 

that it contains all of the Braille 

characters (side by side). 

• Create the matrices (capital_ next) 

and (number_next) as 6*2 for each. 

• Create the matrix (Targets) which is 

the identity matrix of 63*63. 

 

4.2- Creating the Neural Network: 

           In order to create and train the Neural 

Network, a feed-forward one is created with 

400 inputs in the input layer, different 

number of hidden layers and 63 outputs in its 

output layer. Sigmoid activation functions 

are used in hidden layers and bipolar linear 

activation functions are used in the nodes of 

output layer. The resilient back-propagation 

algorithm (trainrp) is used to train this Neural 

Network. This method supports training with 

validation and test vectors.  
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Figure (5): conversion steps of English 

characters into Braille. 

 

 

After several trials, using the following steps 

to get minimum structure of the designed 

network it was found that the best structure is 

achieved with 190 neurons in the hidden 

layer.  

 

4.3- Training the Neural Network: 

1- Training without noise: 

 First, the network was trained to 

recognize the noise free characters with the 

learning rate of 10
-3 

and an error goal of 10
-6

.  

 

2- Training with noise: 

 Second, after the weights updated to 

recognize the ideal inputs with a very small 

error, the network was forced to recognize 

noisy input characters. The noise is created 

by generating random numbers with mean of 

0 and standard deviation (std) of 0.2. This 

learning was repeated 35 times; for each time 

it was trained, with 14 copies of the input; 

half of these copies have a noise of std 0.2 

added to them. More error was expected 

because more input vectors (some with 

noise) are used; therefore; the error goal was 

reduced to 10
-3

. 

 

3- Training without noise: 

 Third, to make sure that the network 

always responds correctly to the ideal inputs, 

the network was trained once more with ideal 

inputs. The mean square error goal was 

decreased to 10
-3

. 

 

5. Simulation of the Neural Network as a 

Converter: 

To simulate the variable noise from 

the scanner; a random noise was added to the 

input signal with std of 0.05 and the detected 

English characters as well as the 

corresponding Braille characters were drawn 

as in Figure (6). 

Using noise of 0.1 std resulted in no 

mistakes during the detection and 

conversion, shown in Figure (7). Increasing 

the noise into 0.2 resulted in (0-2) mistakes 

for each trial as shown in Figure (8). 

 

Conclusions: 

It can be concluded that: 

A feed forward artificial neural network was 

designed and tested to convert English 

characters into grade I literary Braille code, 

taking into account the nonlinearity of the 

conversion because of Braille rules. The 

network was designed with minimum 

structure including number of layers, and 

number of neurons in each layer. Noisy input 

patterns were introduced to the network 

including the addition of a noise of std 0.2 to 

all characters which resulted in one or two 

characters to be detected wrong for each time 

running the program. A pattern of characters 

without and with noise were tested using the 

designed N.N and the results were satisfying. 
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Figure (6-a): Noisy input characters with 5% noise. 

 

 
 

Figure (6-b): Detected characters using the N.N. 

 

 

 

Figure (6-c): Corresponding output Braille characters 

 

 

 
Figure (7-a): Noisy input characters with 10% noise. 

 

 

 
Figure (7-b): Detected characters using the N.N. 

 

 

 
Figure (7-c): Corresponding output Braille characters. 

 

 

 
Figure (8-a): Noisy input characters with 20% noise. 

 

 

 
Figure (8-b): Detected characters using the N.N. 

 

 

 
Figure (8-c): Corresponding output Braille characters. 
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Finally, it can be concluded that conversion of 

English to Braille using Neural Network is a 

fast and accurate method of conversion. It can 

be assumed as a general method for any script 

written in English language. 
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Abstract: 

       In this paper, Particle Swarm 

Optimization-feedforward Neural Network 

(PSONN) and Genetic Algorithm-Neural 

Network (GANN) are proposed to enhance 

the learning process of ANN in term of 

convergence rate and classification accuracy. 

They have been tested and compared the 

results applied in pattern classification. The 

experiments show that both algorithms 

produce feasible results in terms of 

convergence time and classification 

percentage. At the end of the evolutionary 

process of GANN for optimal structure, not 

only the best network structure for a particular 

application but also the trained network with 

few numbers of epochs is provided. A 

Hardware Design of ANN platform 

(HDANN) is proposed to evolve the 

architecture of ANN circuits using FPGA-

spartan3 board (XSA-3S1000 Board). The 

HDANN design platform creates ANN design 

files using WebPACK
TM

 ISE 9.2i, and 

converted into device-dependent 

programming files for eventual downloading 

into an FPGA device by using GXSLOAD 

program from the XSTOOLS programs. 

 

Keywords: Neural Network, Genetic 

Algorithm, Particle Swarm Optimization and 

FPGA 

 

1-Introduction 

      Artificial Neural Networks (ANNs) 

exhibited remarkable properties, such as: 

adaptability, capability of learning by 

examples, and ability to generalize. One of 

the most used ANN models is the well-known 

Multi-Layer Perceptrons (MLPs). The 

training process of MLPs for pattern 

classification problems consists of two tasks, 

the first one is the selection of an appropriate 

architecture for the problem, and the second is 

the adjustment of the network connection 

weights. Extensive research work has been 

conducted to tackle this issue. Global search 

techniques, with the ability to broaden the 

search space in attempt to avoid local minima, 

has been used for connection weights 

adjustment or architecture optimization of 

MLPs, namely Particle Swarm Optimization 

(PSO), Evolutionary Algorithms (EA), and 

Genetic Algorithm (GA) [1].   

      Reprogrammable systems have provided 

significant performance improvements for 

many types of applications. Many modern 

FPGAs have the ability to be reprogrammed 

in-system, in whole or in part. This has led 

some researchers to create dynamically 

reconfigurable computing applications within 

one or more FPGAs in order to create 

extremely high-performance computing 

systems. The technology of reconfigurable 

computing is still in its infancy, however, due 

in large part to the high cost, in terms of 

power and configuration time, of dynamically 

reprogramming an FPGA [2].  

      Thus, there is great interest in 

implementing neural networks in 

reprogrammable systems, both because of the 

speed benefits, as well as because the 

reprogrammability of the FPGAs can support 

the reconfiguration necessary to program a 

neural network [3]. 

Paper Reference: ECCCM 10/44 
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2-Artificial Intelligent Systems 

      The Artificial Neural Network (ANN), 

Genetic Algorithm (GA) and Particle Swarm 

Optimization (PSO) are examples of AI 

techniques [4]. Each of these techniques has 

demonstrated some success at solving simple 

AI problems [3]. An Artificial Neural 

Network (ANN) is an information processing 

paradigm that is inspired by the way 

biological nervous systems process 

information. The Backpropagation (Bp) 

algorithm is commonly used learning 

algorithm for training ANN. Bp algorithm is 

used in ANN learning process for supervised 

or associative learning. During training, the 

network tries to match the outputs with the 

desired target values [5].  

      The intelligent techniques, such as 

Genetic algorithm (GA) and Particle Swarm 

Optimization (PSO), have been developed 

rapidly [4]. Genetic algorithm was introduced 

by John H. Holland in 1960‟s where GA was 

a probabilistic optimization algorithm. GA is 

a family of computational model inspired by 

evolution. The original idea came from 

biological evolution process in chromosomes. 

GA exploits idea of the survival of fittest 

where best solutions are recombined with 

each other to form new better solutions. There 

are three processes in GA which are selection, 

crossover and mutation [6]. 

      PSO is a simple concept adapted from 

nature decentralized and self-organized 

systems such as bird flock and fish schooling 

[7]. The PSO was introduced by Kennedy and 

Eberhart 1995 as a population based 

stochastic search and optimization process. 

It‟s a population-based algorithm in which 

individual particles work together to solve a 

given problem. 

 

      The population (or swarm) and the 

member called particle is initialized by 

assigning random positions and velocities 

then the potential solutions are flown through 

the hyperspace [8]. 

 

 

3- Programmable Logic Devices (PLDs) 

      Programmable Logic Devices PLDs 

(Programmable Modules) are modules that 

have been developed to be customizable for 

particular functions at the last stage of 

fabrication. PLD can be programmed, erased, 

and reprogrammed many times, allowing 

easier prototyping and design modification 

[2]. In the mid 1980s a new technology for 

implementing digital logic was introduced, 

the Field Programmable Gate Array (FPGA). 

FPGAs were capable of implementing 

significantly more logic than PLDs, especially 

because they could implement multi-level 

logic, while most PLDs were optimized for 

two-level logic. One common use of the 

FPGA is the prototyping of a piece of 

hardware that will eventually be implemented 

later into an ASIC. FPGAs have been 

increasingly used as the final product 

platforms. Their use depends, for a given 

project, on the relative weights of desired 

performances, development, and production 

costs [9]. 

 

4- Design and Implementation of ANN 

using GA and PSO   

      One of the more intriguing possibilities is 

that of combining a neural network with other 

AI systems, like GA and PSO, to enhance the 

learning process in terms of convergence rate 

and classification accuracy. 

      Genetic Algorithm (GA) has been used to 

determine optimal value for BP parameters 

such as learning rate and momentum rate and 

also for weight optimization. Particle Swarm 

Optimization (PSO) is chosen and applied in 

feedforward neural network to enhance the 

learning process in terms of convergence rate 

and classification accuracy. Two programs 

called Particle Swarm Optimization 

feedforward Neural Network (PSONN) and 

Genetic Algorithm Neural Network (GANN) 

have been proposed. 
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5- The Proposed Genetic Algorithm-Neural 

Network (GANN)  

      To guide ANN learning, GA is employed 

to determine the best number of hidden layers 

and nodes, learning rate, momentum rate and 

weight optimization. With GA, it is proven 

that the learning becomes faster and effective. 
       

      The flowchart of GANN for weight 

optimization is shown in Figure (1). The first step, 

weights are encoded into chromosome format and 

the second step is to define a fitness function for 

evaluating the chromosome‟s performance. This 

function must estimate the performance of a given 

neural network. The function usually use is the 

Mean Squared Errors (MSE). The error can be 

transformed by using one of the two equations 

below as fitness value. 

MSE
Fitness

1
 …(1) 

or 

MSE
Fitness




1

1 …(2) 

   In GANN for optimum topology, the neural 

network is defined by a “genetic encoding” in 

which the genotype is the encoding of the 

different characteristics of the MLP and the 

phenotype is the MLP itself. Therefore, the 

genotype contains the parameters related to 

the network architecture, i.e. number of 

hidden layers (H), number of neurons in each 

hidden layer (NH), and other genes 

representing the Bp parameters. The most 

common parameters to be optimized are the 

learning rate () and the momentum (). 

They are encoded as binary numbers. The 

parameter, which seems to best describe the 

goodness of a network configuration is the 

number of epochs (ep) needed for the 

learning. The goal is to minimize the ep. The 

fitness function is:  

ep
Fitness

1
 …(3) 

or 

ep
Fitness




1

1 …(4) 

 

   The flowchart of GANN for optimum 

network architecture is shown in Figure (2). 

   3-layer ANN is used to do the classification 

of three examples as shown in Figure (3). The 

parameters of GANN training algorithm are a 

one-point crossover with probability Pc=0.8 

and mutation operator with probability 

Pm=0.05. The MSE is equal to 10
-6

 and the 

maximum number of generations (epochs) 

equal to 50. The fitness function is defined by 

equation (2). After several runs the genetic 

search returns approximately the same result 

each time as the best solution despite use of 

different random generated populations and 

different population size (for each example). 

Figures (4), (5), and (6) show the curves of 

MSE against the number of iterations of 

training for both GANN and Bp algorithms 

for each example respectively. These Figures 

show the training of the network by using 

GANN training algorithm for each example, 

reaching the lowest value of MSE with a very 

few number of generations as compared with 

the results from using Bp algorithm. The 

learning by using GANN algorithm is 

independent of the value of and. 

Conversely, Bp algorithm fails if unsuitable 

values of  and  are chosen. GANN training 

algorithm avoids local minima by searching 

in several regions. It has no restrictions on the 

network structure because it doesn‟t require 

backward propagation of an error signal. 

   In GANN for optimal structure, the initial 

population is evaluated, which includes a 

certain number of Bp training cycles. The 

maximum number of training cycles may be 

set relative to the size of the network. The 

fitness of an individual is defined by equation 

(4). The number of individuals in the 

population has been fixed equal to 10. The 

operators are the crossover with Pc=0.8 and 

mutation with Pm=0.05. The value of the 

minimum error (MSE) has been set to 10
-6

. it 

has been necessary to train the neural 

networks for 100, 100, 1000 epoch for each 

example respectively. The results of this 

algorithm for the three examples are 
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summarized in Table (1). It can be seen that, 

the best network for each example can be 

obtained in a small number of generations 

with low number of epoch for training with 

Bp as compared with the old networks. At the 

end of the evolutionary process, not only the 

optimal network architecture for a particular 

application but also the trained network is 

provided. 

 

6- The Proposed Particle Swarm 

Optimization - Feedforward Neural 

Network (PSONN)  

      PSO is one of the latest techniques that 

can be fitted into ANN. A swarm is made up 

of particles, where each particle has a position 

and a velocity. The idea of PSO in ANN is to 

get the  best set of weight (or  particle 

position) where several  particles (problem 

solution) are trying to move or fly to get the 

best solution [10]. 

      In PSONN, the position of each particle in 

swarm represents a set of weights for the 

current epoch or iteration. The dimensionality 

of each particle is the number of weights 

associated with the network. The particle 

moves within the weight space attempting to 

minimize learning error (or Mean Squared 

Error-MSE or Sum of Squared Error-SSE). 

Changing the position means updating the 

weight of the network in order to reduce the 

error of the current epoch. In each epoch, all 

the particles update their position by 

calculating the new velocity, which they use 

to move to the new position. The flowchart of 

PSONN algorithm is shown in Figure (7). 

      The acceleration constants C1 andC2 are 

set equal to 2, the number of particles is equal 

to 15, and the MSE is equal to 10
-6

. r1=0.8, 

r2= o.2,  =0.9 and the maximum number of 

iterations (epochs) equal to 6000. Figures (8), 

(9), and (10) show the curves of MSE against 

the number of iterations for PSONN training 

algorithm for each example respectively. 

It has been noticed that the training of the 

network by using PSONN algorithm reaches 

the lowest value of MSE with less number of 

iteration (epoch) as compared with the results 

from using Bp algorithm. The PSO can avoid 

getting into the local optimal solutions 

because PSO has the probabilistic mechanism 

and multi-starting points (it‟s a global 

optimizer). 

      On the other hand, GANN is faster than 

PSONN with less accuracy for each example 

as shown in Table (2). Both algorithms are 

converged using the minimum error criteria. 

       For the correct classification percentage, 

it shows that PSONN result is better than 

GANN. GANN significantly reduce the error 

at small number of iteration compared to 

PSONN. For overall performance, the 

experiments show that both algorithms 

produce feasible results in terms of 

convergence time and classification 

percentage. 

 

7-The Proposal Hardware Design of ANN 

platform (HDANN)  

      Hardware implemented ANNs have an 

important advantage over computer 

simulation ANNs because they fully exploit 

the parallel operation of the neurons, thereby 

achieving a very high speed of information 

processing. The proposed Hardware Design 

of ANN platform (HDANN) is a circuit 

design platform built to evolve the 

architecture ANN circuits using FPGA 

hardware. Therefore, the system must have 

software that can be downloaded into an 

FPGA.  

      The basic hardware and software 

components of the proposed HDANN are 

shown in Figure (11). It consists of a 

computer and FPGA-spartan3 board (XSA-

3S1000 Board). 

After down-loading the design into the board, 

a Dc function generator has been applied to 

the input-pins of the ANN design while the 

output has been measured by an oscilloscope. 

Figure (12) shows these output data when the 

input to the network is applied. It shows that 

the experimental result is the same as the 

simulation result that is shown in Figure (13) 

for example2. 
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8-Conclusions 
       Based on the experiments performed in 
this study, it can be concluded that, GANN 
for training has proved to be superior to Bp 
algorithm in both accuracy and speed of 
learning because GAs avoid local minima by 
searching in several regions. GANN for 
training is independent of the parameters that 
the Bp depends on. Tests show that GAs 
obtain best weight vectors quickly for each 
example at the same efficiency.  
      The optimal structure, including number 
of neuron in the hidden layer, learning rate, 
and momentum rate is found by using GANN 
for designing an optimal ANN structure. It is 
used GA to find a network structure that is 
best able to classify data from a specific 
situation with a small number of epochs. 
      PSO is a simple optimization algorithm 
with less mathematical equations that can be 
effectively applied in ANN. The results of 
PSONN have been shown that the PSO is an 
efficient alternative to ANN   training as 
compared with Bp algorithm. On the other 
hand, GANN is faster than PSONN with less 
accuracy for each example. 
      PSO is similar to GA in the sense that 
they are both population-based search 
approaches and they both depend on 
information sharing among their population 
members to enhance their search processes 
using a combination of deterministic and 
probabilistic rules. Both are Global optimizer 
algorithms. PSO is more computationally 
efficient (uses less number of function 
evaluations) than GA. The results show that 
equal effectiveness but superior efficiency for 
PSO over GA.  
      HDANN platform has the ease of 
reimplementation due to the parameterized 
modules as well as the state of the art for the 
chosen FPGA platform. It possesses the speed 
of hardware while retaining the flexibility of 
the software implementation due to the 
reprogramming ability of FPGA. It has the 
potential to create ANN circuitry for AI 
applications. 
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Figure (1) Flowchart of GANN weight optimization. 

 

 
Figure (2) Flowchart of GANN for optimum network 

architecture. 

 

 

 
 

Figure (3) The tested examples: (a)example1(3patterns 

of (2x2 pixels). (b) example2: 4-patterns of (3x3 

pixels). (c) example3: 10-patterns of (5x5 pixels.) 
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Figure (4) Training MSE with epoch for example1: 

(a) With Bp algorithm. (b) With GANN. 

 

 

 

 
Figure (5) Training MSE with epoch for example2: (a) 
with Bp algorithm. (b) with GANN. 

 

 

 
Figure (6) Training MSE with epoch for example3: (a) 

with Bp algorithm. (b) With GANN. 

 

 
Table (1) The results of GANN for optimum structure 

for each example. 

 

 

Examples Example1 Example2 Example3 

No. of generation 5 5 8 

No. of  epoch for old 

network 
50 100 544 

No. of  epoch for new 

network 
20 52 50 

 0.11 0.59 0.74 

 0.63 0.62 0.83 

No. of neurons in the hidden layer 

(old)  
3 4 20 

No. of  neurons in the hidden layer 

(new) 
5 8 16 
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Figure (7) The flowchart of PSONN algorithm.  

 

 
 
Figure (8) Training MSE with epoch for example1 by 

using PSONN algorithm. 

 

 

 
Figure (9) Training MSE with epoch for example2 by 

using PSONN algorithm. 

 

 

 
 
Figure (10) Training MSE with epoch for example3 by 

using PSONN algorithm. 

 
Table (2) the comparison results between GANN and 

PSONN algorithms. 

 GANN PSONN 

Examples a b c a b c 

Learning 

iteration 
5 8 8 23 58 116 

Error 

Convergen

ce 

4.008 

e-6 

1.000

1 e-6 

3.0009e
-6 

9.75e-

7 
7.86 

e-7 

9.95e-

7 

Classificat

ion (%) 

93.2 

% 

96.24 

% 
92.83 % 

99.98 

% 

99.99 

% 

98.42 

% 
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Figure (12) the output data when the 
input to the ANN is applied: (a) Nu0 (b) 
Nu1 (c) Nu2 (d) Nu3.  

(c) (d) 

(a) (b) 
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Abstract 

      Hiding information by embedding secret 

data into an innocuous medium is often 

referred to as steganography. Steganography 

can be applied electronically by taking a 

message (a binary file) and some sort of 

cover (often a sound or image file) and 

combining both to obtain a “stego-object”. 

The stego-object is essentially the cover with 

its redundant information replaced with the 

message. Unfortunately, replacing the 

redundant information with structured 

message data often results in the stego-object 

being an augmented version of the cover 

“marked” by the hidden data–and this makes 

it easy to suspect the presence of 

steganography. 

      This paper produces a development 

method based on steganography techniques 

to prevent intruders to obtain the transmitted 

information. This work is based on a 

combination of steganography and 

cryptography techniques to increase the level 

of security and to make the system more 

complex to be defeated by attackers. 

      The algorithm that is used for encryption 

is the RC6 algorithm. RC6 is a block cipher 

submitted to NIST for consideration as the 

Advanced Encryption Standard (AES). RC6 

is 128 bits block  size work with four 32-bit 

registers A;B;C;D which contain the initial 

input plaintext as well as the output 

ciphertext at the end of encryption. 

      Two methods of hiding are used in this 

work, the first method is the Least 

Significant Bit (LSB) and the second is 

proposed method which is modified method 

used to hide bits in LSB of iterated loop in 

brightness, red, green and blue of hiding 

image. The proposed method was tested 

using standard subjective measures such as 

Mean Square Error (MSE) and Peak Signal 

to Noise Ratio (PSNR). A comparison 

between the two methods is performed. 

 

1. Introduction:  

      Digital communication has become an 

essential part of nowadays infrastructure, A 

lot of applications are Internet-based and in 

some cases it is desired that communication 

be made secret. Consequently, the security of 

information has become a fundamental issue, 

many of the techniques are available to 

achieve this goal some of them are the 

Encryption and the steganography 

techniques. Using cryptography, the 

information is transformed into some other 

gibberish form and then the encrypted 

information is transmitted.Steganography is a 

process that involves hiding a message in an 

appropriate carrier for example an image or 

an audio file. The carrier can then be sent to a 

receiver without anyone else knowing that it 

contains a hidden message [1].  

      Steganography is mostly used on 

computers with digital data being the carriers 

and networks being the high speed delivery 

channels. Modern steganography is generally 

understood to deal with electronic media 

rather than physical objects and texts. This 

makes sense for a number of reasons. First of 

all, because the size of the information is 

generally (necessarily) quite small compared 

to the size of the data in which it must be 

hidden (the cover file), electronic media are 

much easier to manipulate in order to hide 

data and extract messages. Secondly, 

extraction itself can be automated when the 

data is electronic, since computers can 

efficiently manipulate the data and execute 

Paper Reference: ECCCM 10/58 
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the algorithms necessary to retrieve the 

messages. Electronic data also often includes 

redundant, unnecessary, and unnoticed data 

spaces which can be manipulated in order to 

hide messages [2]. 

       Previous attempts at achieving this goal 

have required the user to provide the original 

cover as well as the stego-object. The best 

areas to hide are first identified in the 

original cover, then these areas are mapped 

across to the stego-object and the hidden 

information is retrieved. The original cover 

must be provided because the information 

overwritten in the message hiding process 

may have been used to identify the best 

hiding areas. However, to provide the 

original object is not secure, because taking 

the differences between the two objects 

would be enough to suspect the existence of 

(and in some cases, recover) the hidden 

information.[3 ] 

 

2. Framework of Steganography Model: 

      In general, the basic framework of the 

steganography model is illustrated in Figure 

(1). This model consists of two main 

processes, namely the Embedding processand 

the Extracting process. The main function of 

the embedding process is to hide the secret 

message, called Embedded message, in a 

given cover, called Cover-file. In hidden 

communication techniques, the cover-file is 

no more than an innocent (unrelated to the 

embedded message) piece of information that 

is used to hide the secret information. A 

secret key, called Stego-key is used in the 

embedding process such that it makes the 

embedded message computationally 

infeasible to extract without possessing this 

key. The output of the embedding process is 

called Stego-file, which is the original file 

holding the hidden secret message. This 

output becomes, at the other end, the input of 

the extracting process, in which the 

embedded message is extracted from the 

Stego-file to complete the hidden 

communication process. Since the stego-key 

is used in the embedding process, it needs to 

be used in the extracting process [4]. 

 

3. Cryptography 

      The process of encryption and decryption 

is called a ciphering as shown in figure (2). 

All modern algorithms use a key to control 

encryption and decryption; a message can be 

decrypted only if the key matches the 

encryption key.  

       Basically, the purpose of cryptography 

and steganography is to provide secret 

communication. Many people lump 

Steganography with cryptography, and while 

they are in many cases means to the same 

ends they are not the same thing. 

       Cryptography is the science of 

converting plaintext into ciphertext, which 

protects the contents of messages.[5], [6] 
 

3.1-Details of RC6: 

      RC6 is a fully parameterized family of 

encryption algorithms. A version of RC6 is 

more accurately specified as RC6-w/r/b 

where the word size is w bits, encryption 

consists of a nonnegative number of rounds r, 

and b denotes the length of the encryption 

key in bytes. Since the AES submission is 

targeted at   w = 32 and r = 20, we shall use 

RC6 as shorthand to refer to such versions. 

       When any other value of w or r is 

intended in the text, the parameter values will 

be specified as RC6-w/r. Of particular 

relevance to the AES effort will be the 

versions of RC6 with 16-, 24-, and 32-byte 

keys. 

        For all variants, RC6-w/r/b operates on 

units of four w-bit words using the following 

six basic operations. The base-two logarithm 

of w will be denoted by 

lgw. 

         a + b integer addition modulo 2w 

         a - b integer subtraction modulo 2w 

         a ⊕ b bitwise exclusive-or of w-bit        

words 

          a × b integer multiplication modulo 2w 

         a<<<b rotate the w-bit word a to the 

left by the amount given by the least 

significant lgw bits of b 

         a>>>b rotate the w-bit word a to the 

right by the amount given by the least 

significant lgw bits of b 

 



ECCCM 2011, January 30 – 31, 2011                                                         University of Technology   
Control and Systems Engineering Department                                                Baghdad-Iraq            

281 
 

       Note that in the description of RC6 the 

term "round" is somewhat analogous to the 

usual DES-like idea of a round: half of the 

data is updated by the other half; and the two 

are then swapped.[7]  

      RC6 works with four 32-bit registers 

A;B;C;D which contain the initial input 

plaintext as well as the output ciphertext at 

the end of encryption. The first byte of 

plaintext or ciphertext is placed in the least-

significant byte of A; the last byte of 

plaintext or ciphertext is placed into the 

most-significant byte of D. Use the (A; B; C; 

D) = (B; C; D;A) to mean the parallel 

assignment of values on the right to registers 

on the left, figure (3). 

 

3.2- Key Schedule for RC6: 

      The user supplies a key of b bytes. 

Sufficient zero bytes are appended to give a 

Key length equal to a non-zero integral 

number of words; these key bytes are then 

loaded in little-endian fashion into an array 

of c w-bit words L[0],.......,L[ -1]. 

      Thus the first byte of key is stored as the 

low-order byte of L[0], etc., and L[c_1] is 

padded with high-order zero bytes if 

necessary. (Note that if b = 0 then c = 1 and 

L [0] = 0.) The number of w-bit words that 

will be generated for the additive round keys 

is 2r + 4 and these are stored in the array      

S [0, 2r + 3]. 

      The constants P32 = B7E15163 and Q32 

= 9E3779B9 (hexadecimal) are the same 

"magic constants" as used in the RC5 key 

schedule. The value of P32 is derived from 

the binary expansion of e - 2, where e is the 

base of the natural logarithm function. The   

value of Q32 is derived from the binary 

expansion of Ø-1, where Ø is the Golden 

Ratio. [7] 

Key schedule for RC6-w/r/b 

c=16, 24 or 32, w=32, r=20 

Input: User-supplied b byte key preloaded 

into the c-word 

array L[0, c - 1]  

Number r of rounds 

Output: w-bit round keys S [0, 2r+3] 

Procedure:  

S [0] = Pw // PW=0xB7E15163 

for i = 1 to 2r + 3 do 

S[i] = S [i - 1] + Qw   // QW=0x9E3779B9 

A = B = i = j = 0 

for s = 1 to 132 do 

{ 

A = S[i] = (S[i] + A + B) <<<3 

B = L[j] = (L[j] + A + B) <<< (A + B) 

i = (i + 1) mod (2r+4) 

j = (j + 1) mod c 

} 

 

3.3- Least Significant Bit Embedding 

      It is one of the basic and easily 

implemented image steganography methods. 

This is done by embedding one bit from the 

encrypted data into one pixel of the cover; 

the given bit embeds in the Least Significant 

Bit of the blue byte of this pixel. 

 

4-The Proposed Method 

      In this way the input message is divided 

into blocks each of which is 128 bit. The 

block is encrypted by using RC6 encryption 

algorithm. From image (cover) a 16 bit will 

be taken and  then rearrange in to 4*4 array 

,the bits of encrypted message hide in the 

diameter bytes of this array that is  mean the 

encrypted bits will be hide  in LSB of iterated 

loop in brightness, red, green and blue of 

hiding image. The encrypted bits will be 

extracted and then decrypted to check the 

hiding way. This modified method can be 

described as shown in Figure (4). The LSB 

method and the modified method will be 

used to hide the encrypted message, the 

comparison between the two methods are 

measured by using standard subjective 

measures such as Mean Square Error (MSE) 

and Peak Signal to Noise Ratio (PSNR). The 

results are shown in Tables (1) and (2).                                    

 

5- System Evaluation Methods 

      Since the essential goal of steganography 

is the concealing of the fact that a secret 

message is transmitted, then it is very 

important to make the stego-file to be as 

close as to the cover-file. In fact, 

imperceptibility of the stego-file reflects how 

much it is affected due to embedding 

process, in other words, imperceptibility can 
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be decided by measuring that effect. In the 

proposed system, the MSE, PSNR and the 

Correlation Coefficient measurements are 

adopted. 

 

5.1 Mean Squared Error (MSE)  

      The (weighted) mean squared error 

between the cover image and the stego-image 

can be used as one measures to assess the 

relative perceptibility of the embedded 

message.  

                     m-1  n-1 

MSE =    1     ∑   ∑ || C (i, j) − S (i, j) ||
2
 

mn   i=0  j=0 

 

Where m and n are the number of rows and 

number of columns respectively of the cover 

image, C (i, j) is the pixel value from the 

cover image, S (i, j) is the pixel value from 

the stego-image [7]. 

 

5.2 Peak Signal to Noise Ratio (PSNR)  

      The phrase Peak Signal-to-Noise Ratio, 

often abbreviated into PSNR, is an 

engineering term for the ratio between the 

maximum possible power of a signal and the 

power of corrupting noise that affects the 

fidelity of its representation. PSNR is most 

commonly used as a measure of quality of 

reconstruction in image compression. It is 

most easily defined via the MSE [8]. 

The PSNR is defined as: 

 



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
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




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
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        Here, MAXI is the maximum pixel value 

of the image. When the pixels are 

represented using 8 bits per sample, this is 

255. More generally, when samples are 

represented using linear PCM with B bits per 

sample, MAXI is 2
B
-1. 

      For color image with three RGB values 

per pixel, the definition of PSNR is the same 

except the MSE is the sum over all squared 

value differences divided by image size and 

by three. The larger PSNR dB value is the 

higher the image quality is (which means 

there is only little difference between the 

cover-image and the stego-image). On the 

contrary, a small dB value of PSNR means 

the great distortion between the cover-image 

and the stego-image.[8] 

 

5.3 The Correlation Coefficient Measuring 

Factor (The Similarity Test)  

      The similarity test is the correlation 

between the cover-image and stego-image. 

Correlation is one of the best known methods 

that evaluate the degree of closeness between 

two functions. This measure can be used to 

determine the extent to which the original 

image and the stego-image are close to each 

other, even after embedding data. When the 

stego-image is perceptually similar to the 

original cover-image; then the correlations 

equals one. 

Pearson Correlation Coefficient (Corr) is 

given by; [8]  

 








22 )()(
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CCSS
Corr

 

Where   .
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S
S


  

  S: stego-image.   C: cover-image.  

 

6. Results and Discussion 

In this paper the tests are performed on text 

secret file using two types of hiding methods. 

The two hiding methods are Least Significant 

Bit and the modified method. In LSB hiding 

method is embedding in the least position, 

while in the modified hiding method which is 

hide bits in LSB of iterated loop in 

brightness, red, green and blue of hiding 

image.  

      Four different BMP images are used have 

as covers file to embed the encrypted secret 

message using RC6 encryption method to 

obtain four different stego-files. These 

images are Cat.bmp, Lena.bmp, Lev.bmp, 

and Peppers.bmp. Each of figures   (5, 6, 7 

and 8) shows the following: 

a- the original image,    

b-  histogram for image, 

c- stego-file when LSB embedding method 

is used,  

d-  histogram for stego-file when LSB 

embedding method is used,  

e- stego-file when modified method is used, 

and 

(2) 

   (3) 
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f- histogram for stego-file when modified 

method is used.   

      As shown in histograms, cryptography 

techniques are used to increase the level of 

security and to make the system more 

complex to be defeated by attackers. The 

histograms of the four images shown, the 

stego-file is to be as close as to the cover-file 

which means that the two methods are 

successes to hide the message with more 

security.      

      The results of the three measuring factors 

for the two methods are given in Tables (1) 

and (2) where (MSE) indicates Mean 

Squared Error measure, (PSNR) indicates 

Peak Signal to Noise Ratio, and (Corr) 

indicates the Correlation Coefficient 

measure. The output stego-file remains of the 

same size as the original file. It is also rarely 

affected after hiding the information 

according to subjective measures or the 

objective measures (MSE and PSNR) as it 

appears in the results given in experimental 

result. These results prove that the goal of 

steganography is achieved where the stego-

file will not look suspicious and nobody even 

knows that there is a hidden message. 

      The level of protection will be increased 

by using encryption algorithm. The proposed 

system for steganography is stronger to 

attack than any other existing system that 

does not use encryption. With measuring of 

the (MSE) the minimum values is the better, 

The larger (PSNR) dB value is the higher 

image quality (which means there is only 

little difference between the cover-image and 

the stego-image), and With the measuring of 

the Correlation Coefficient (Corr) the closer 

to one is the better. The results obtained from 

the correlation test indicate that the stego-file 

is similar in the two ways of hiding methods 

since correlation values approach to one.  

      From the studying of the whole system, 

it's clear that when the secret file size 

increases, MSE increases and the PSNR 

decrease. This result is obtained by 

applying different secret message sizes. 

      Hence a hacker must know the 

following in order to extract the embedded 

message from the stego-file: 

      a. Algorithm to extract the message from 

the image. (stego algorithm) 

      b. Encryption algorithm. 

      c. Correct password for algorithm. 

 

7- Conclusion 

       In this paper four different BMP images 

are evaluated. These images are cat.bmp 

(Figure 5) as an example for an image 

containing large areas of a single color, 

Lena.bmp (Figure 6) as it is the reference 

image used in image processing research (it 

does not contain many high frequency 

components), Lev.bmp (Figure 7) and 

peppers.bmp (Figure 8) as  examples of  

images containing many high frequency 

components. 

      With The Mean Squared Error (MSR), 

Least Significant Bit gives MSR6.068E-2 

which is the maximum value and 6.068E-2 is 

the minimum value for all images, the 

modified method gives maximum MSR 

0.127, and minimum MSR 5.361E-03. The 

results for two ways of hiding methods are 

very small. With the Peak Signal to Noise 

Ratio (PSNR), Least Significant Bit gives 

maximum PSNR76.931, and minimum 

PSNR 60.317, and the modified method 

gives maximum PSNR 70.856 and minimum 

PSNR 57.109, in the two ways of hiding 

methods we obtain large values of PSNR for 

all images which mean there is only little 

difference between the cover-image and the 

stego-image. With the Correlation 

Coefficient measure (Corr) gives values 

approach to one which are better values, 

Least Significant Bit gives maximum 

Corr0.999999870254599, and minimum 

Corr0.999991403088456, the modified 

method gives maximum 

Corr0.999999479693163, and minimum 

Corr0.999983256264233, for all images. 

These results prove that the goal of 

steganography is achieved in the two ways of 

hiding methods. 
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Table (1) System evaluation when using LSB embedding method 

 

Image MSE PSNR CORRELATION 

Cat 9.405E-03 68.414 0.999998967271495 

Lena 6.068E-2 60.317 0.999991403088456 

Lev 1.323E-03 76.931 0.999999870254599 

Peppers 5.298E-03 70.906 0.999999284715728 
 

 

Table (2) System evaluation when using the modified method 

 

Image MSE PSNR CORRELATION 

Cat 3.184E-02 63.118 0.99999654160075 

Lena 0.127 57.109 0.999983256264233 

Lev 5.361E-03 70.856 0.999999479693163 

Peppers 2.151E-02 64.821 0.999997131589161 
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Figure (1) Framework of the embedding process

 

  
Figure (2) Block diagram of ciphering system 

 

 
Figure (3)  Encryption with RC6-w/r/b. Here f(x) =x (2x+1) 
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Figure (4) The flowchart of the modified method. 

 

 

 

 

 

 

 

 

   br 
  R  

 G   

B    

 

Input 
image 

Stego-file 

 

Input 
messag

e 

RC6 
Encryption 

128 

Ciphered 
message 

key 

4*4 

Embedding 
process 

Extraction 
process 

 

Ciphered 
message 

 

decryptio
n 

message 

 

key 

If  message 
end 

Yes 

No 

4bit 

Encryption and hiding 

Decryption and extracting 



ECCCM 2011, January 30 – 31, 2011                                                         University of Technology   
Control and Systems Engineering Department                                                Baghdad-Iraq            

287 
 

 

 

 

 

 

 
 

Figure (5) 
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Figure (6) 

 

 

 a- The Original Image Lena

0

50

100

150

200

250

300

350

Histogram for Oirginal Lena Image

0 50 100 150 200 250

Stego-file when we use LSB embedding method

0

50

100

150

200

250

300

350

d- Histogram for Stego-file when we use LSB embedding method

0 50 100 150 200 250

e- Stego-file when we use Modified method

0

50

100

150

200

250

300

350

 f-Histogram for Stego-file when we use Modified method

0 50 100 150 200 250



ECCCM 2011, January 30 – 31, 2011                                                         University of Technology   
Control and Systems Engineering Department                                                Baghdad-Iraq            

289 
 

 

 

 
 

 
 

 

Figure (7) 
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Figure (8) 
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KEY EXTENDED-BASE DES ALGORITHM 

 

 
 

 

Abstract 

      Encryption is technology meant to 

convert plain text to encrypted text to 

preserve the confidentiality of this text, that 

the encryption algorithms based on the key 

used in encryption. 

      With the development of computing 

capacity, has shown its inability to DES, 

which showed marked weakness towards 

new technologies of cryptoanalysis such as 

linear cryptoanalysis, has been the target of 

many attacks for almost a quarter of a 

century, making the need for a new algorithm 

is stronger and more important strengthen the 

level of confidentiality. 

      In this paper, a proposal for the design 

and implementation of encryption technology 

is derived from the algorithm DES to provide 

more security; the proposed method depends 

directly on an algorithm to generate the 

subkey, so that order S-Box based on the 

subkey that has created a different way to 

choose S-Box in each round. 

    The experimental results showed that the 

proposed algorithm to improve security, as 

these results showed that the proposed  

method improved security by 16 times 

compared with the traditional method. 

 

Keywords: DES, Encryption algorithms,    

S-Box, Cryptography 

 

1. Introduction:  

      The aim of all Internet users is access to 

information and transfer of security, where 

the Internet has become an easy and  

enjoyable enable millions of people access to 

a wealth of information, in addition to 

communication and exchange of information 

and messages among themselves. However, 

some factors (the open nature of this  

network, the absence of any party can claim 

that it owned and controlled, there are no 

laws central deterrent), helped to spread 

many of the crimes on the network. Such as 

(packet sniffing, computer hacking, hoaxes, 

Virus attack on the e-mail).  From the 

foregoing, we find that Internet security is 

becoming important to be solving its 

problems, given the importance of security in 

the exchange of personal information and 

business information.  

   This made the encryption of information is 

necessary to prevent unauthorized persons 

from access to information or understanding 

[1]. 

       The paper is organized as follows: In 

section 2, we summarize Cryptography, 

where was mention of a general overview as 

well as the kinds. In section 3, we discuss the 

original DES, where was mention of an 

overview of the algorithm, as well as explain 

the structure. In section 4, we briefly the 

proposed system is described, as well as 

compared with the original DES algorithm 

and in section 5, conclude the paper. 

 

2.  Cryptography  

      Cryptography is the science that uses 

mathematics to encrypt and decrypt 

data. You can store the encryption of 

sensitive information transmitted over 

networks or unsafe - such as the Internet - 

and it can not be read by anyone except the 

person sent to him. Because the encryption is 

the flag used to maintain the security and 

confidentiality of information, analysis and 

decoding (Cryptoanalysis) was aware of a 
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breach of the break and secure 

communications [2]. 

      There are four main objectives behind the 

use of cryptography are as follows: 

1. Confidentiality: This service is used to 

store content information from all persons 

except that told them to look at them. 

2. Integrity: This service is used to store 

information of the change (delete or add 

or modify) by persons unauthorized to do 

so. 

3. Authentication: This service is used to 

prove the identity of dealing with the data 

(authorized). 

4. Non-repudiation: This service is used to 

prevent the person from doing something 

undeniable. 

The primary goal of encryption is to provide 

these services to the people to be maintaining 

the security of their information. 

 

 

Encryption algorithm is a mathematical 

function used in the process of encryption 

and decryption. It works in combination with 

the key or password, number or phrase, to 

encrypt the text read [2]. 

      Reading the same text encrypts to 

different texts encrypted with different 

keys. And security of the encrypted data 

depends on two important strength 

encryption algorithm and secret key. As 

shown in the Figure (1) 

 

 
 

2.1. Types of Cryptography: 

2.1.1. Conventional Cryptography: 

       Also called Symmetric Cryptography. It 

uses one key to the process of encryption and 

decryption of data. This type supports of 

encryption on the secret key of the 

user. Where the person who holds the key 

can decode the encryption and read the 

content of the messages or files [2]. As 

shown in the Figure (2) 

 

 
 

2.1.2 Public Key Cryptography: 

      Public key cryptography (called 

Symmetric Cryptography) are designed so 

that the key used encryption different from 

the key used for decryption. Furthermore, the 

decryption key can not be calculated from the 

encryption key. In these systems, the 

encryption key is often called the public key 

and the decryption key is often called private 

key [3].  The system as shown in the Figure 

(3) 

 

 
 

 

3. DES algorithm 

      DES is a complex system is not linear 

and is capable of operations with high speed 

when it is implemented components of the 

material allow it [4]. 

The DES algorithm is a substitution cipher 

which takes a block of 64 bits of input 

(plaintext) into a unique block of 64 bits of 

output (ciphertext), under the control of a 64-

bit key. In this system, plaintext information 

is divided into several blocks which are then 

operated upon independently to generate a 

sequence of ciphertext blocks.  

The DES encryption system is based on a 

system of transpositions and permutations. 

The permutation box or P-box is used to 

transpose, or map a sequence of input values 

to another sequence of values of the same 

length. Substitutions are performed by what 

are called S-boxes. Each combination of the 

S-box and P-box comprises a single weak 
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component of the algorithm. By including a 

sufficiently large number of stages in the 

product cipher, the output can be made to be 

a nonlinear function of the input. 

The mapping of input to output is one-to-one 

and invertible, since the encrypted messages 

can be decrypted. The DES has three distinct 

components: key schedule, cipher function, 

and invertibility[5]. 

      DES is characterized by the following:  

1. Key used to encrypt the data to be known 

by authorized users in order to be able to 

decode the data that they receive. 

2. Encryption security depends on the 

confidentiality that is provided for the key 

user in the process of encryption and 

decryption code. 

3. DES is the first system in terms of 

deployment of its own algorithm, since 

the Analyzer code should be replaced by a 

large number of equations to solve 

nonlinear systems, the DES code. 

 

3.1 Data structures used in the DES 

algorithm [6]: 

1. Packet data prepared for the encryption 

      This data consists of 64 bits divided into 

the left side (32 bit) and the right side (32 

bit). 

2. Encryption key 

      Consists of 64-bit derived from 16 sub-

key length of each 48-bit.  

 

3. Initial Permutation (IP): 

      That the 64-bit change under the site to 

take action described in the Figure (4) to 

generate 64-bit data and then divides into the 

left side (32 bit) and the right side (32 bit). 

This table is used once for each section 

entered. 

L0 R0

Plain Text INPUT 

 
            Figure (4) Initial Permutation 

 

4. E-Bit Selection table: 

      This table takes the 32-bit input to give 

the 48-bit as output by combining bits 

depending on the sites indexed in a table(1) 

which uses 16 times (many of the locations 

of bits in the table repeats itself and this 

makes the expansion possible). 

 
 

5. Permuted Choice -1: 

      This table replaces the original key, 

consisting of 64-bit to generate 56-bit key 

consists of two parts left and right of each 

table, including 28-bit (This table is used 

once for each section of the income).  

 
Table (2) PC1 Table 

 
 

6. Left Shift LS:  

      That each round of the 16 rounds of the 

algorithm uses a different key depending on 

the number of the session, it is Jeb, and he 

turned the key component of the 56-bit by 

one site or two to the left. 
Table (3) Left Shift Table 

 
7. Permuted Choice -2: 

      Is a table arrangement that turns the key, 

consisting of 56-bit output of the table LS to 
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key is composed of 48-bit which is added to 

48-bit derived from ( Table 4), and this table 

is used 16 times (once for each round). 
 

Table (4) PC2 Table 
 

 
 

 

8. Substitution Boxes S: 

      Is an eight tables, each table takes a 48-

bit resulting from the process E+K n6-bit 

input to each box to give out 4 bits of each 

fund and the result is a 32-bit eight of these 

tables is used 16 times (once for each round). 

Figure (6) shows the S-Box rule while Figure 

(7) shows the architecture of S-Box and table 

(5) represents one of eight tables. 

 
Figure (6) the S-Box rule 

 
Figure (7) S-boxes 

 

Table (5) S-Box Table 

 
 

9. Permutation P: 

      The permutation function P yields a 32-

bit output from a 32-bit input by permuting 

the bits of the input block. Such a function is 

defined by the following table (6).  

 
 

10. Inverse Initial Permutation (IP
-1

): 

That 64-bit result of 16 turns round to the 

locations shown in the figure (8) 

 

 

 
 

 

 

3.2 Key generation: 

      The DES uses a 64-bit key for encryption 

and decryption process. Initially, the original 

64-bit key is reduced to 56-bit by ignoring 

every eighth bit. In general these bits are 

used as parity bits to make sure that there 

were no errors when entering the key or 

during key transmission. After the 56-bit key 

is extracted a different 48-bit key, referred to 

as subkey, is generated for each of the 16 

rounds of the DES. These keys, Ki, are 

determined as shown in Figure (9). The 56-

bit key is divided into two 28-bit halves Ci 

and Di which are then shifted left by either 1 

or 2 digits, depending on the round. (Table 3) 

shows the number of circular left shifts for Ci 

and Di halves. After the shifting operation, 

48 out of the 56 bits are selected. Since this 

operation permutes the order of the bits as 

well as selecting a subset of the original bits, 

it is called compression permutation or 

permuted choice. The permuted choice 1 and 

16 7 20 21 
29 12 28 17 
1 15 23 26 
5 18 31 10 
2 8 24 14 

32 27 3 9 
19 13 30 6 
22 11 4 25 

 

Table (6) Permutation P 
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permuted choice 2 matrices are shown in 

(Table 2) and (Table 4) respectively[7]. 

 
 

3.3 The encryption process [6]: 

      Figure (10) shows outline of the 

encryption process after a first arrangement 

of the constituent bits of the block to be 

encrypted. 

With the development of computing 

capacity, has shown its inability to DES, 

which showed marked weakness towards 

new technologies of cryptoanalysis such as 

linear cryptoanalysis, has been the target of 

many attacks for almost a quarter of a 

century, making the need for a new algorithm 

is stronger and more important strengthen the 

level of confidentiality. 

 

 
 

4. Proposed system Description  

      The modification to the DES algorithm 

will be on the key-processing algorithm, so 

that the arrangement of the S-Boxes will be 

dependent on the sub-keys, this will create a 

different way for choosing S-Boxes for each 

round. In the proposed systems the length of 

the key processing 88-bit the bits (8, 16, 24, 

32, 40, 48, 56, 64, 72,80,88) are bits of error 

detection and after we get shot down on 84-

bit being the initial permutations, as shown in 

table(7). 

 
Table (7) Initial Permutation of the proposed 

system 

 
 

      The 77-bits result is divided into three 

parts.  The first part consists of 48-bits will 

be enter S-Boxes to generate 32-bits. The 

second part consists of a 16-bit enters a 

permutation box to produce 16 bits permuted 

output, as shown in table (8). 

 
Table (8)  Permutation of the proposed system 

 
 

The third part consists of 13-bits, where the 

first four bits are XORed, last four bits are 

XORed and (6, 7, 8, 9) bits are XORed to 

produce four bits. 32-bits output from the     

S-Boxes is divided into two parts left and 

right of each section is 16-bits.16-bits left are 

swapped with the permuted 16 bits( output 

from table 7) and all the output are combined 

to produce 48-bit block to be sent to the main 

algorithm as K1. 

      The 4 bit output from third part is used 

twice after adding (1) to the two least 

significant bits and discarding the carry, first 

the 4 bits are sent to the main algorithm to 

control the arrangement of the S-Boxes.The 

first bit determines whether to switch the 

boxes 2 and 3, The second bit determines 

whether to switch the boxes 1 and 7, The 

third bit determines whether to switch the 

boxes 4 and 6, The fourth bit determines 

whether to switch the boxes 5 and 8, Then 
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the four bits are recombined with the 48 bits 

to prepare for the next subkey of the next 

round. 

      For the next round the 52 bits are shifted 

7-bits to the left, the 48 bits are sent to the 

main algorithm, the left four bits are 

processed like the 4 bit output from third 

part, and so on for 16 rounds. Figure 

(11)shows the proposed system architecture.  

 
 

   The study of the characteristics of both 

systems (original DES and the proposed 

system) will give clearly which one is the 

strongest. One simple and clear calculation is 

the operation of effective-key length 

calculation, for the original DES: length of 

the key 48 bits that gives 2
48

 possible keys. 

And for the proposed system:48 bits+4 bits 

controlling S-Boxes, that gives 2
52

 possible 

keys. 

   This shows that the proposed system is 

more secured than the original DES with a 

factor of 24. This means that if all the other 

features of the proposed system are put aside, 

it will take 16 times the time required to 

break the DES. 

 

Table (9) shows the difference between the 

original DES algorithm and the proposed 

system. 

 
Table (9)  The difference between two systems 

 

 

5. Conclusions 

   The 88 bits instead of 64 bits give a 

more secure information and to ensure 

more safety from tampering by hackers 

and vandals and thieves, this increases 

the required iterations by a factor of 2
21

, 

that is when using the most basic attack 

of trying every possible key the needed 

iterations will be increased from 2
56

to 2
77

. 

 The S-Boxes inside the key generation 

algorithm are aimed to reduce linearity. 

This is to resist the linear cryptoanalysis 

providing a non-linear operation. The 

non-linear operation was chosen to be the 

same S-Boxes of the main algorithm to 

reduce the needed components (in 

hardware) or disk space (in software), it 

is done only once to increase the speed of 

generation of sub-keys, and it is 

convenient for key generation. 

 The permutation inside the key 

generation algorithm is to provide more 

diffusion. Diffusion dissipates the 

redundancy of the plaintext by spreading 

it out over the ciphertext. A cryptoanalyst 

looking for those redundancies will have 

a longer time finding them. 

 Controlling the S-Boxes of the main 

algorithm by the key is a very important 

feature that is aimed to resist differential 

cryptoanalysis. The key dependent 

swapping of the S-Boxes in each iteration 

makes the differential cryptoanalysis 

inconvenient to apply because it will 

require more time than the brute-force 

attack 

 The addition of 1 and neglecting the carry 

provides two benefits; first, there will be 

no weak, semi-weak, or possibly-weak 

keys. Second, it will cancel the 

complement keys property 

 The 7-bit shift left will provide at least, 

15 different sub-keys for each key. Any 

number less than 7 will provide more 

similar sub-keys. It is clear that the 

number of shifts should not be a factor of 

52,because it will cause alike patterns. 
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Abstract: 

      Pattern recognition problems computer 

based are very important and essential in our 

real life. 

There are many approaches have been 

used in pattern recognition problem such as: 

Fourier Descriptor, Moment Invariant. But 

the main defect of these methods is the long 

time processing and large computer space. 

This paper, presents a new approach 

Artificial Intelligence, of Rule Induction 

technique. By this approach, the essential and 

specific features of object have been 

extracted from contour of object to be 

recognized. The characteristics of these 

features, are easy computed, and require 

fewer amounts of time and space, and then 

high speed in recognition and decision. Such 

features are (number of curves inside the 

fingerprint, number of check point for each 

curve ). It efforts a good and accurate results. 

We test the performance of this system using 

many contours of fingerprint, and get  a good 

and accurate results. 

 

Keywords: Fingerprint, pattern recognition, 

Image processing, Artificial Intelligence, 

Rule Induction, B_Spline. 

 

1-Introduction: 

Pattern recognition techniques are the 

important tools used in the field of machine 

intelligent,[Julius T. Ton and R. C. Gonzalez, 

1974]. 

Pattern recognition could be defined as: 

“the categorization of input data into 

identifiable classes via the extraction of 

significant feature of attributes of the data 

from background of irrelevant detail”,[Julius 

T. Ton & R. C. Gonzaleze, 1974]. 

We recognize characters, pictures, music 

and the objects around us. This process may 

be referred to as sensory recognition which 

includes aural and visual recognition. This 

recognition process involves the 

identification and classification of spatial and 

temporal patterns.     

There are many techniques have been 

largely and earliest used in pattern 

recognition fields, such that Fourier 

descriptor, [R. C. Gonzaleze, 1992], and 

moment invariants, [W. Pratt, 1978].  

The pattern recognition techniques are 

widely used in real life, such that, we need 

system for handwritten recognition. We need 

a system for target detection and 

classification.  We need system for blood cell 

analysis and classification, etc. 

 In this paper, presentation of Artificial 

Intelligence technique of rule induction for 

fingerprint recognition, was employed to 

generate a classification rule from  features  

extracted from examples for contour of the 

object of the fingerprint to be recognized.  

The induction technique was first developed, 

by Hunt at 1966, who produce the (Concept 

learning Algorithm) CLS, and was 

subsequently improved by Quinlan at 1979, 

by using ID3 algorithm (Iterative 

Dichotomies 3) ,[Anna Hart,1986],[Paul R. 

Cohen and Edward A. Fiegenbaum, 1982]  . 

This approach presented in this paper adopts 

the features are essentially and specific of 

object such as (number of curves inside the 

fingerprint, number of check point for each 

curve …). The classification of unknown 

objects using rule induction was 

computationally inexpensive compared to the 

conventional approaches, (Fourier 

Descriptor, Moments Invariants). 
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2- Induction Algorithm: 

This algorithm is based on inductive 

inference which is “the process of inferring 

general law from particular examples, [Paul 

R. Cohen and Edward A. 

Figenbaum,1982],[4] 

In order to be able to use induction, we 

require the following [Anna Hart,1986]: 

1-Examples: The examples or training set 

from the basis of induction process. 

2-Attributes: The examples have sets of 

characteristics that describe them, and enable 

comparisons to be made between different 

examples. The attributes may be: 

a-Descriptive categories,(e.g.small, medium, 

large). 

b-Real measurements, (e.g. height in meter). 

c- Integer values (e.g. age in years). 

d- Logical descriptive, (e.g. true, false, on top 

of). 

3-Classes: the classes represent the decision 

or classification. The ID3 algorithm is the 

tool of the classification mechanism, which it 

will describe, in the following article. 

Figure (1): Block diagram of  FingerPrint 

Recognition system. 

 

2-1 ID3 Algorithm: 

The ID3 algorithm uses a training set of 

examples to induce IF… THEN … rules, 

which is form a simple decision tree [Anna 

Hart, 1986].  These examples are describe the 

attributes and the resulting classes. The 

training set contains at least one type of 

cases, which the expert has deal with. The 

expert draws up a set of examples, then 

inductive system read and analysis, these 

examples, which describe the pattern 

involved. Induction rules can be produced for 

these examples. 

 

3- The Developed System:   

The structure of the object recognition  

system, which designed and implemented to 

recognize the object of fingerprint using ID3 

algorithm consist from the following major 

part :- 

1- Input Image of the fingerprint. 

2- Feature extraction by using B_spline 

method to determine the check point for each 

curve of the fingerprint. 

3- Object classification Using Rule 

Induction.  

Figure (1) shows the major part of the 

system. 

 

3-1 Input Image: 

The input image of the fingerprint is 

captured by scanner, the image size is 

(160,160) pixel, as shown bellow in fig(2). 

 

 
 

Figure (2): The input Image of fingerprint 

 
 

Figure (3): Processed Input FingerPrint 

image. 

 

3-2 Feature Extraction: 

In this step, we have to extract the 

features of the fingerprint by using B_spline 

method to determine the check point for each 

curve in the fingerprint image, as shown in 

the next paragraph. 

which represent the control points of the 

finger were employed to generate a 

classification rule extracted from examples 

for contour of the fingerprint to be 

recognized. 
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The detailed of extracted  control Points 

will be shown in the experimental result  

part, as shown in figure (4). 

 

3-3 B_Spline Method: 

From a mathematical point of view, a 

curve which is generated by using the 

vertices of a defining polygon is dependent 

on some interpolation or approximation 

scheme to establish the relationship between 

the curve and the polygon. 

Let P(t) be the position vector along the 

curve, as a function of a parameter t, a curve 

generated by the use of the B_spline basis is 

given by [6]: 
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Where the
ix  are element of  a knot vector 

which is the parameter t varies from 0 to 

t(max) along the curve p(t). 

 

3-4 Fingerprint Identification Using Rule 

Induction: 

A rule tree is automatically generated 

from examples by ID3 algorithm. So, we 

have been designed and implemented a 

Visual Basic program to generate and 

produce a decision rule tree for fingerprint 

identification system. 

Rule induction is chosen for these 

approach, because it provides solution that 

that uses a minimum number of features 

(curve no., control no.), and give fast 

decision and accurate distinction between 

objects of fingerprint. 

4-The System Implementation and  

Experimental results: 

An experiment was designed to test the 

performance of fingerprint identification  

system to identify the contour of the 

fingerprint were selected to train the system. 

After reading image of fingerprint, 

features of fingerprint have been measured, 

and then a rule tree was generated via used 

ID3 algorithm. 

This system was implemented by written 

a Visual BasicVer. 6. 

The following steps explain the detailed 

description of implementation of the 

designed system. This section consist of  two 

sections: 

Section one provides a full description of  

the developed system. 

Section two deals with the experimental 

results obtained by the implementation of the 

system. 

 

4-1 System Algorithms: 

      The system is built on a set of algorithms, 

which can be described as follows: 

1-Input Fingerprint Image algorithm. 

2-Feature Extraction algorithm. 

3-ID3 Fingerprint Identification algorithm. 

 

4-1-1 Input Fingerprint Image algorithm: 

     This algorithm shows how to read the 

image of the fingerprint , display on the 

screen, save in data file. 

Input : Image file of finger print 

Output : Data file (curve number., control 

number) 

Step1: scan image file of fingerprint by 

scanner device. 

Step 2: read image file. 

Step 3 : save the coordinate of the fingerprint 

object in data file.  

Step 6 : close data file. 

End. 

 

4-1-2 Feature extraction algorithm 

Input : Data file1 

Output : Data file2 (curve number., control 

number) 

Step 1 : calculate number of curves for 

fingerprint in image file. 
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Step 2: calculate number of control points in 

each curve. 

Step 3: save (Finger_no, curve_no, 

control_point) data file (table1). 

Step 4: Call B-Spline function to draw the 

new image of the original fingerprint. 

End. 

 

4-1-3 ID3 Fingerprint Identification 

algorithm 

The following decision tree is produced by 

Id3 algorithm to get the type of the 

fingerprint. 

 

Begin 

If  (curve_no<= 35) then 

    If (control_point[1] < 35 )  

Else if  If (control_point[2] < 20 ) 

Else If (control_point[3] <25 ) 

Else If (control_point[4] <8 ) 

………………………….. 

Else If (control_point[35] <4 ) 

Output :FingerTyepe= : ("Finger1") 

End. 

 

4-2: The Experimental results  

 

4-2-1.Input Image:- The figure (2), shows 

the input image of fingerprint. 

 

4-2-2- Measurement of  the fingerprint 

Features Extraction: 

 

In order  to extract features of the object 

from an image, there are several significant 

and essential features that should be 

extracted from the object of the fingerprint. 

So, the image of the fingerprint will be 

breakdown into the many curves. Each curve 

contain many of control points, as shown in 

figure(3) and figure(4). 

The origin fingerprint consist of 35 

curves. Curve number 1 for example consist 

of 32 control points  and Curve number 2 

consist of 20 control points, and so on, into 

curve number 35 which contain four curves 

as shown bellow in the table(1): 

 

 

 

 

Table (1): curves number, control points and 

fingerprints identification. 

 
Control point No. Curve No. Fingerprint Class No. 

32 Curve no.1 Finger1 1 

20 Curve no.  2  Finger1 2 

25 Curve no.3 Finger1 3 

8 Curve no. 4 Finger1 4 

30 Curve no. 5 Finger1 5 

8 Curve no. 6 Finger1 6 

32 Curve no. 7 Finger1 7 

14 Curve no. 8 Finger1 8 

7 Curve no. 9 Finger1 9 

16 Curve no. 10 Finger1 10 

5 Curve no. 11 Finger1 11 

7 Curve no. 12 Finger1 12 

9 Curve no. 13 Finger1 13 

37 Curve no. 14 Finger1 14 

3 Curve no.15 Finger1 15 

12 Curve no 1  6  Finger1 16 

14 Curve no.  17  Finger1 17 

9 Curve no.18 Finger1 18 

29 Curve no. 19 Finger1 19 

19 Curve no. 20 Finger1 20 

7 Curve no. 21 Finger1 21 

6 Curve no. 22 Finger1 22 

5 Curve no. 23 Finger1 23 

6 Curve no. 24 Finger1 24 

4 Curve no. 25 Finger1 25 

3 Curve no. 26 Finger1 26 

4 Curve no. 27 Finger1 27 

12 Curve no. 28 Finger1 28 

4 Curve no. 29 Finger1 29 

8 Curve no. 30 Finger1 30 

9 Curve no. 31 Finger1 31 

7 Curve no. 32 Finger1 32 

5 Curve no. 33 Finger1 33 

5 Curve no. 34 Finger1 34 

4 Curve no. 35 Finger1 35 

 

 
 

Figure (4) : The output  processed  curves of  the 

origin  fingerprint 
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4-3-3  The  Decision  Making  and 
Identification Result: 

The curve no. and control point that  
extracted from the step 2,  are passed into 
decision tree (rule induction) to make a 
decision making and then get an accurate  
type  of fingerprint identification , as shown 
in Figure (5). 

 

 
 
Figure (5): The output of the final   
fingerprint and its type.  
The  sub code implementation of the  some 
function of the system will be  described in 
appendix 1. 
 
5- Conclusion: 

Using rule induction technique to 
generate classification rules from examples 
was demonstrated, and has been successfully 
extended to identify the true  type of 
fingerprint via use ID3 algorithm, viewed 
from 35 curves. It has been demonstrated that 
the rule trees provided a method of 
identification, such fingerprint which is both 
computationally efficient, and faster decision 
and high accurate. In current research, a new 
technique have  been adopted to segment the 
image of the fingerprint into many curves by 
using B_Spline method to make smooth and 
accurate curves, which  each  curve contain a 
number of  check point using later in rule 
induction to make decision making of 
fingerprint type as demonstrate in the last 
steps. 
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Appendix 1 
 
Private Sub outbsplinegraph_Click() 
Dim xx(1000), yy(1000), zz(1000), t As 
Double 
Dim ff(1000), vv(1000), xx1, yy1, xs, ys, gg, 
jj As Double 
Dim curveno, controlno As Integer 
 
yt = 10: xt = 10: aa = 8 
k = 0 
For i = 1 To 21 
k = k + 1 
xx(i) = k 
yy(i) = k 
Next i 
minx = xx(1): miny = yy(1): maxx = xx(1): 
maxy = yy(1) 
    For i = 1 To 20 
    If (xx(i) >= maxx) Then 
maxx = xx(i) 
End If 
If (yy(i) >= maxy) Then 
maxy = yy(i) 
End If 
If (xx(i) <= minx) Then 
minx = xx(i) 
End If 
If (yy(i) <= miny) Then 
miny = yy(i) 
End If 
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Next i 

    xx1 = maxx - minx: yy1 = maxy - miny 

 X1 = minx: Y1 = miny: X2 = 

p1.ScaleWidth: Y2 = p1.ScaleHeight 

gg = (X2 - X1) / xx1: jj = (Y2 - Y1) / yy1 

Open "F:\outcurve19.txt" For Input As #1 

Input #1, m 

For i = 1 To m 

Input #1, xx(i), yy(i) 

Next i 

 

 For z = 1 To m 

xs = X1 + (gg * (xx(z) - minx)) 

ys = Y2 - (jj * (yy(z) - miny)) 

ff(z) = xs: vv(z) = ys 

  p1.Circle (xs, ys), 3, RGB(255, 0, 0) 

 Next z 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3, R
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Abstract 
      The technique of fusing a panchromatic 
(Pan) SAR image that has a high-spatial and 
low-spectral resolution with multispectral 
(MS) SAR images that have a low-spatial 
and high spectral resolution is very useful in 
many remote sensing applications that 
require both high-spatial and high-spectral 
resolution,. Recently, some studies showed 
that a wavelet-based image fusion method 
provides high quality spectral content in 
fused SAR images. In this paper, a new 
method based on a Framelet transform is 
introduced, which represents discrete wavelet 
transforms based on over sampled filter 
banks, that are analogous to Daubechies 
wavelets. The design of minimal length 
wavelet filters satisfy certain polynomial 
properties. In the proposed method, we 
replace max rule in high frequency with new 
relation dependingon an input SAR image. 
Experimental results show that the framelet 
transform based SAR image fusion method 
provides richer information comparing with 
wavelet transform. Simulation experiments 
show that fused SAR image of proposed 
method is efficiently. 
 
 
Keywords: Fusion, Multispectral, 
Panchromatic, SAR Image, Framelet 
Transform 
 
 
1. Introduction  
        In recent years, synthetic aperture radar 
(SAR) image fusion technology has been 
widely used in various fields such as remote 
sensing and military applications for the 

purpose of object detection, target 
recognition, better human perceptibility, and 
other computer processing tasks[1].  To date, 
many techniques and software tools for 
fusing SAR images have been developed. 
The well-known methods include the 
intensity–hue–saturation (IHS) color model, 
and principal component analysis (PCA), 
both IHS and PCA mergers are based on the 
same principle: to separate most of the 
spatial information of an MS image from its 
spectral information by means of linear 
transforms. The IHS transform separates the 
spatial information of the MS image as the 
intensity (I) component. In the same way, 
PCA separates the spatial information of the 
MS image into the first principal component. 
The limitation of these methods is that some 
distortion occurs in the spectral 
characteristics of the original MS images. 
Recently, developments in wavelet analysis 
have providing a potential solution to this 
problem by provides a high spectral quality 
in fused SAR images. Nune developed an 
approach for fusing a high-resolution Pan 
image with a low-resolution MS [2]. In this 
paper, a multispectral fusion for SAR image 
based on framelet transform is introduced. 
The results clearly demonstrate the 
advantages of this approach. The paper is 
organized as follows: Section 2, describes the 
theoretical basis of the framelet transform. In 
section 3, we will introduce and motivate the 
IHS color conversion. In section 4, we 
introduce the stages of the proposed fusion 
method. Experimental results of the proposed 
method are shown in section 5. Then, the 
proposed fusion is scheme is compared to the 

Paper Reference: ECCCM 10/51 
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wavelet and HIS, PCA methods. Finally, 
conclusions are outlined in Section 6. 
 
 
2. Framelet Transform 
       Though standard Discrete Wavelet 
Transform (DWT) is a powerful tool for 
analysis and processing of many real world 
signals and images, it suffers from three 
major disadvantages, shift sensitivity, poor 
directionality, and lack of phase information. 
These disadvantages severely restrict its 
scope for certain signal and image processing 
applications (e.g. edge detection, image 
registration /segmentation, motion 
estimation) [3, 4, 5]. Other extensions of 
standard DWT such as Wavelet Packet 
Transform (WPT) and Stationary Wavelet 
Transform (SWT) reduce only the first 
disadvantage of shift-sensitivity but with the 
cost of very high redundancy and involved 
computation. Recent research suggests the 
possibility of reducing two or more of these 
disadvantages [3]. Introducing the Double-
Density Wavelet Transform (DDWT) as the 
tight-frame equivalent of Daubechies 
orthonormal wavelet transform; the wavelet 
filters are of minimal length and satisfy 
certain important polynomial properties is an 
oversampled framework. Because the 
DDWT, at each scale, has twice as many 
wavelets as the DWT, it achieves lower shift 
sensitivity than the DWT [4]. 
 
 
2.1. Computation of Framelet Transform for   
2-D Signal using Non- Separable method [6,7] 
       To compute a single level orthogonal-
based discrete Framelet for 2-D signal the 
next steps should be followed: 
1) Checking input dimensions: Input matrix 

should be of length N*N where N must be 
even and N>=length (analysis filters). 

 
2) For an N*N matrix input 2-D signal X, 

construct a 3N/2*N transformation matrix, 
W using transformation matrices for 
length-7 given as equation (1) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3) Apply transformation by multiplying the 

transformation matrix by the input matrix 
by the transpose of the transformation 
matrix  

 Y=W. X. WT                                  (2) 
Then multiplication of the three matrices 
result in the final discrete framelet 
transformed matrix. 
 
2.2. Computation of Inverse Framelet 
Transform for 2-D Signal [8] 
     To reconstruct the original signal from 
discrete Framelet transformed signal, Inverse 
Discrete Framelet Transformed (IDFT) 
should be used. The inverse transformation 
matrix is the transpose of the transformation 
matrix as the transform is orthogonal. To 
compute a single level 2-D inverse discrete 
Framelet Transform using non-separable 
method the next steps should be followed: 
1) Let Yo be the 3N/2 × 3N/2 Framelet 

transformed matrix. 
 
2) Construct N×3N/2 reconstruction matrix, 

R=WT using transformation matrix given 
in equation (1). 

3) Reconstruction of the input matrix by 
multiplying the reconstruction matrix by 

(1) 
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the input matrix by the transpose of the 
reconstruction matrix. 

 X=R. Yo .R
T                                   (3) 

At a given level in the iterated filter bank, 
this separable extension produces nine 2D 
subbands. These subbands are illustrated in 
figure (1). Since L is a low-pass filter (h0(n)) 
while both H1 and H2 are high-pass filters 
(h1(n) and h2(n)), the H2H2, H1H2, H2H1, 
H1H1 subbands each have a frequency-
domain support comparable to that of the HH 
subband in a DWT. A similar scheme creates 
the H1L, H2L LH1, and LH2 subbands the 
same frequency-domain support as the 
corresponding HL (LH) subbands of the 
DWT, but with twice as many coefficients. 
Finally, note that there is only one subbands 
LL with the same frequency-domain as the 
LL subbands in a DWT. 
 
 
 
 
 
 
 
 
 
 
 
3. IHS Color Conversion   
        The IHS conversion can effectively 
separate a RGB (Red, Green,  Blue) color 
image into IHS (Intensity, Hue, and 
Saturation). Intensity (I) refers the total 
brightness that corresponds to the surface 
roughness, hue (H) the wavelength 
contribution and saturation (S) is its 
purity[9].The Intensity-Hue-Saturation (IHS) 
transformation decouples the intensity 
information from the color carrying 
information. The hue attribute describes a 
pure color and saturation gives the degree to 
which pure color is diluted by white light. 
This transformation permits the separation of 
spatial information into one single intensity 
band. The changes in the intensity values are 
not distributed evenly in all the three R, G, 

and B components when the inverse 
transform is performed [10]. In fusion, the 
IHS transformation is used to convert three 
bands of an MS image from the RGB color 
space to the IHS color space. The I 
component is related to the spatial 
frequencies and is highly correlated with the 
PAN image. However, PAN has higher 
spatial frequencies than the MS images. 
These high frequencies represent the finer 
details present in the PAN image. Therefore, 
replacing the I component with the PAN 
image and transforming back to the RGB 
color space will introduce high frequencies 
from PAN into the MS image [11]. 
 
4. Proposed Model for SAR Image Fusion  
       The proposed system for SAR image 
fusion based Framlet transform is show in 
Figure(2). The main procedure of the system 
is described as follow: 
Step (1): Conversion of multispectral 
(RGB) image to IHS space  
     In this step the MS image will be 
converted from the RGB model to the IHS 
model. 
Step (2): Computation of two dimensions 
Framelet transform 
      In this step, the two dimensional 
Framelet should be applied to the pan image 
and I components   
Step (3): Fusion rule 
       The most used of SAR image fusion rule 
using wavelet transform is maximum 
selection, compare the two coefficients of 
wavelet of the two images and select the 
maximum one, but this rule lead to a color 
distortion. All the high frequency bands (LH, 
HL, HH) contain transform values that 
fluctuate around zero. While the lowpass 
subband is an approximation of the input 
image, the three detail subbands convey 
information about the detail parts in 
horizontal, vertical and diagonal directions. 
Different merging procedures will be applied 
to approximation and detail subbands. 
Lowpass subband will be merged using 
simple averaging operations since they both 

Figure (1) Image subbands after a single‐level 
Decomposition of Framelet 
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the corresponding data set, and N×N is the 
image size. Here I and F are the two images 
which the correlation is computed between 
them. The correlation between each band of 
the multispectral image before and after 
sharpening was computed. The best spectral 
information is available in the multispectral 
image and hence the pansharpened image 
bands should have a correlation closer to that 
between the multispectral image bands. The 
spectral quality of the sharpened image is 
good if the correlation values are closer to 
each other. Another set of correlation 
coefficients was computed between each 
band of the multispectral image and the 
panchromatic image. Since the panchromatic 
image has better spatial information, the 
correlation between the sharpened image 
bands and the pan image is expected to 
increase compared to that of the original 
multispectral. An increase in the correlation 
indicates an increase in the spatial 
information compared to the multispectral 
image. 
 
 The Peak Signal to Noise Ratio: 

The Peak SNR (PSNR) is defined as 
equation (7): 

 
 
 

     
(7) 
 
 

 
Where I is the ideal image, F is the fused image, 
and N×N is the image size. In this measure a larger 
number implies a better result. 
 
 
6. Simulation and Result 
       The SAR Panchromatic and 
multispectral images are shown in figures 
3(a,b),  4(a,b), 5(a,b) and 6(a,b). The 
proposed model is applied to these data set to 
produce the fused multispectral images in 
figures 3(c), 4(c), 5(c) and 6(c),a good fusion 
approach should retain the maximum 

information from the original images and 
should not damage the internal relationship 
among the original bands. From the fused 
images, they should be noted that both the 
spatial and the spectral resolutions have been 
enhanced, in comparison to the original 
images. The spectral information in the 
original panchromatic images has been 
increased and the structural information in 
the original multispectral images has also 
been enriched. Hence, the fused image 
contains both the structural details of the 
higher spatial resolution panchromatic image 
and the rich spectral information from the 
multispectral images. Different fusion 
methods applied to this data set to produce 
the fused multispectral images, the 
combination entropy, correlation coefficient 
and PSNR were computed as shown in tables 
(1) and (2). The correlation coefficient and 
PSNR values are computed between the 
fused image bands with their corresponding 
MS image bands, and also computed 
between the fused image bands with the 
original panchromatic image. In tables 1 and 
2, the combination entropy of the Framlet 
based image fusion is greater than that of 
other methods. The PSNR values between 
the fused image bands with their 
corresponding MS image bands (in table 1) 
indicate that the pixel values are less 
distorted in the proposed method compared 
to the IHS, PCA and DWT methods. The 
correlation coefficient values between each 
new image band with its original MS band 
(in table 1) indicate that the proposed fusion 
method produce the best correlation result 
The PSNR values between the fused images 
bands with the original PAN image (in table 
2)indicate that the pixel values are less 
distorted in the proposed method compared 
to HIS, PCA and DWT methods. The 
correlation coefficient values between each 
new image band with the original 
panchromatic image (in table 2) indicate that 
the proposed fused method produces the 
closest correlation with the panchromatic 
bands compared to PCA and DWT methods. 
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Thus, the Framlet  based image fusion 
method is superior to the IHS, PCA and 
DWT methods in terms of combination 
entropy  , PSNR and correlation coefficient  
and the Framlet  based image fusion method 
is very efficient for fusing SAR images. 
 
7. Conclusion  
        This paper presented a newly developed 
method based on the Framelet transform for 
fusing SAR images. The experimental study 
was conducted by applying the proposed 
method and compared with other image 
fusion methods, namely IHS, PCA and 
wavelet transform methods. Three 
performance measure definitions 
combination entropy, correlation coefficient 
and PSNR have been introduced.  
Experimental results indicate that the 
proposed method preserves the image 
contrast and obtains better region similarity 
than other method. The Framlet technique is 
found to give an output which is better and it 
also preserves the spectral content of data in 
a better fashion. This is evidenced by the 
highest combination entropy, correlation 
coefficient and PSNR for the image fused 
with Framlet technique. Also increasing the 
value of  k  make the fused image is 
produced better quality but to value (0.5). 
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Table 1 
The (Combination Entropy, Correlation Coefficient, PSNR) values between the fused image bands with 

their corresponding MS image bands computed for the different fusion methods. 
. 

 
 

SAR  
Image 

 
 

Method 

 
 

Combination 
Entropy of 
fused image 

Correlation Coefficient
Between each new fused 
image bands with their 

corresponding 
original MS bands 

PSNR values  Between each new 
fused image bands with their 

corresponding 
original MS bands 

R & 
new R  

 

G & 
new G 

 

B & 
new B  

 

R & new 
R  
 

G & new 
G  
 

B & new 
B  
 

 

 

 

 

1 

 
IHS 

 
4.1380  0.8539   0.8098  0.7869 

 
65.7045  

 
66.8819  68.1162 

 
PCA 

 
5.0952  0.9682   0.9537  0.9440 

 
71.5586  

 
72.6991  73.9199 

 
Wavelet 

 
5.3693  0.9680   0.9538  0.9446 

 
71.5323  

 
72.7053  73.9614 

Framelet 
with k= 0.1 

 
5.4727  0.9695   0.9554  0.9460 

 
71.6748  

 
72.8400  74.0687 

Framelet 
with k= 0.3 

 
5.6584  0.9776   0.9669  0.9596 

 
72.8559  

 
74.0332  75.2676 

 
 
 
 
 
 
 
2 

 
IHS 

 
3.8322  0.7678   0.7593  0.7499 

 
63.0350  

 
62.9486  62.9509 

 
PCA 

 
5.0327  0.9483   0.9466  0.9455 

 
68.9987  

 
68.9122  68.9151 

 
Wavelet 

 
5.2241  0.9409   0.9390  0.9377 

 
68.7866  

 
68.7012   68.7024 

Framelet 
with K= 0.1 

 
5.3487  0.9498   0.9482  0.9470 

 
69.0445  

 
68.9579  68.9605 

Framelet 
with K= 0.3 

 
5.5741  0.9626   0.9615  0.9607 

 
70.1757  

 
70.0894  70.0917 
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Table 1 (continued) 
 
.  

 
SAR  
Image 

 
 

Method 

 
 

Combination 
Entropy of 
fused image 

Correlation Coefficient
Between each new fused 
image bands with their 

corresponding 
original MS bands 

PSNR values  Between each new 
fused image bands with their 

corresponding 
original MS bands 

R & 
new R  

 

G & 
new G 

 

B & 
new B  

 

R & new 
R  
 

G & new 
G  
 

B & new 
B  
 

 

 

 

 

3 

 
IHS 

 
4.3220  0.7784   0.7531  0.7428 

 
68.5982  

 
68.3389  67.7877 

 
PCA 

 
5.0988  0.9325   0.9204  0.9149 

 
74.0433  

 

 
73.7840  73.2328 

 
Wavelet 

 
5.4276  0.9382   0.9270  0.9217 

 
74.4658  

 
74.2010  73.6438 

Framelet 
with K= 0.1 

 
5.5205  0.9403   0.9294  0.9243 

 
74.5827  

 
74.3235  73.7700 

Framelet 
with K= 0.3 

 
5.6718  0.9466   0.9368  0.9305 

 
74.8916  

 
74.5694  73.9063 

 
 
 
 
 
 
 
4 

 
IHS 

 
4.3706  0.6552   0.6211  0.5934 

 
61.0722  

 
60.6863  60.3297 

 
PCA 

 
5.4015  0.9272  0.9150  0.9148 

 
66.9713  

 
66.5970  66.2412 

 
Wavelet 

 
5.4607  0.8982   0.8895  0.8861 

 
65.9650   

 
65.7809  65.4116 

Framelet 
with K= 0.1 

 
5.5522  0.9297  0.9174  0.9175 

 
67.0637  

 
66.6798  66.3240 

Framelet 
with K= 0.3 

 
5.6532  0.9614   0.9542  0.9551 

 
69.2783  

 
68.8923  68.5357 
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Table 2 
The (Combination Entropy, Correlation Coefficient, PSNR) values between the fused image bands 

with the original PAN image computed for the different fusion methods. 
 

 
 

SAR  
Image 

 
 

Method 

 
 

Combination 
Entropy of 
fused image 

Correlation Coefficient
Between each new fused 
image bands with the 
original PAN image 

PSNR values  Between each new 
fused image bands with the 

original PAN image 

PAN & 
new R  

 

PAN & 
new G 

 

PAN & 
new B  

 

PAN & 
new R  

 

PAN & 
new G  

 

PAN & 
new B  

 

 

 

 

 

1 

 
IHS 

 
4.1380  0.9743   0.9395  0.8411 

 
77.4286   

 
69.9783  65.0104 

 
PCA 

 
5.0952  0.9322   0.9337  0.8720 

 
69.9618  

 
69.9599  65.3941 

 
Wavelet 

 
5.3693  0.9370   0.9323   0.8660 

 
70.3752  

 
69.8651  65.3112 

Framelet 
with K= 0.1 

 
5.4727  0.9425   0.9387  0.8730 

 
70.7405  

 
70.1693  65.4070 

Framelet 
with K= 0.3 

 
5.6584  0.9432   0.9401  0.8744 

 
70.8105  

 
70.2266  65.4199 

 
 
 
 
 
 
 
2 

 
IHS 

 
3.8322  0.9790   0.9803  0.9735 

 
77.6569  

 
78.6696  76.0071 

 
PCA 

 
5.0327  0.8918   0.8998  0.8697 

 
68.1559  

 
68.3407  68.2718 

 
Wavelet 

 
5.2241  0.8989   0.9072  0.8787 

 
68.8060   

 
69.0364  68.9048 

Framelet 
with K= 0.1 

 
5.3487  0.9054   0.9140  0.8853 

 
69.0110  

 
69.2571  69.1157 

Framelet 
with K= 0.3 

 
5.5741  0.9074   0.9161  0.8874 

 
69.0696  

 
69.3192  69.1766 
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Table 2 (continued) 
 
  

 
SAR  
Image 

 
 

Method 

 
 

Combination 
Entropy of 
fused image 

Correlation Coefficient
Between each new fused 
image bands with the 
original PAN image 

PSNR values  Between each new 
fused image bands with the 

original PAN image 

PAN & 
new R  

 

PAN & 
new G 

 

PAN & 
new B  

 

PAN & 
new R  

 

PAN & 
new G  

 

PAN & 
new B  

 

 

 

 

 

3 

 
IHS 

 
4.3220  0.9758   0.9547  0.9640 

 
74.1657  

 
73.4453  76.5087 

 
PCA 

 
5.0988  0.9056   0.8944  0.9108 

 
72.4548  

 
72.1576  72.9855 

 
Wavelet 

 
5.4276  0.8654   0.8521  0.8696 

 
71.1788   

 
70.9232  71.4399 

Framelet 
with K= 0.1 

 
5.5205  0.8936   0.8819  0.8983 

 
72.0808  

 
71.7902  72.4319 

Framelet 
with K= 0.3 

 
5.6718  0.8957   0.8845  0.9012 

 
72.1531  

 
71.8718  72.5397 

 
 
 
 
 
 
 
4 

 
IHS 

 
4.3706  0.9189   0.9420  0.9616 

 
68.4169  

 
68.8201  71.6017 

 
PCA 

 
5.4015  0.7030   0.7493  0.7368 

 
62.3167  

 
62.5541  62.8651 

 
Wavelet 

 
5.4607  0.7547   0.8015  0.7948 

 
63.2924  

 
63.6017  64.0866 

Framelet 
with K= 0.1 

 
5.5522  0.7570   0.8038  0.7975 

 
63.3337  

 
63.6439  64.1391 

Framelet 
with K= 0.3 

 
5.6532  0.7668   0.8119  0.8062 

 
63.3843  

 
63.6898  64.1980 
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LOW DENSITY PARITY CHECK (LDPC) CODES FOR PROPOSED 
SLANTLET TRANSFORM OFDM SYSTEM IN A RAYLEIGH FADING 
CHANNELS WITH PERFECT AND PILOT CHANNEL ESTIMATION 

FOR M_ARY PSK MODULATION 
 

Ghanim Abd Al-Kareem Mugheer 
Electrical Engineering Department 

College of Engineering, Al-Mustansiriya University. 
gha2014nim@yahoo.com 

 
Abstract 
 

      Orthogonal Frequency Division 
Multiplexing (OFDM) is a very attractive 
technique for high bit rate data transmission 
in a multipath fading environment that causes 
intersymbol interference (ISI). In this paper, 
two steps is used to improve the error rate 
performance of OFDM system: first, we 
proposed the Slantlet Transform (SLT) is 
used instead of Fast Fourier Transform (FFT) 
to obtain high orthogonality properties 
between subcarriers and hence reduce (ISI); 
And second: we proposed the Low Density 
Parity Check (LDPC) Codes for proposed 
SLT-OFDM system to improve the system 
error rate performance and reduced energy 
needed to transmit data on fading channel. 
LDPC codes can be decoded by using a 
probability propagation algorithm known 
sum product algorithm.  
In mobile communications the high 
bandwidth efficiency is required, and thus the 
multilevel modulation is preferred. In this 
paper, Bit Error Rate (BER) and Packet Error 
Rate (PER) are evaluated for the proposed 
LDPC-based SLT-OFDM systems with 
BPSK and 16PSK modulation in a two 
typical channels, AWGN channel and 
Rayleigh fading channels with a pilot-aided 
data compensation and perfect compensation 
to compensate phase error due to the fading 
channels with comparison the results with the 
traditional OFDM system which is used FFT. 
The goal of the proposed SLT method is to 
decrease the complexity of the system and  
 

 

 
that leads to reduce the number of 
computations (complex addition and  
multiplication) and hence increase the speed 
of the system additional to obtain high 
orthogonality between subcarriers. Hence, 
the proposed LDPC-based SLT-OFDM 
system is a promising solution to high 
efficient data transmission over fading 
mobile wireless channels. 
The proposed system has been tested and 
validated using MATLAB 7 package. 
 
Keywords: Low-Density Parity-Check 
(LDPC) Codes, Orthogonal Frequency 
Division Multiplexing (OFDM), Slantlet 
Transform (SLT), Rayleigh Fading Channels, 
Channel Estimation 
 
1-Introduction  
 

      The basic principle of OFDM is to split a 
high rate data stream into a number of lower 
rate streams that are transmitted 
simultaneously over a number of sub-
carriers. Because the lower rate parallel 
subcarriers increases the symbol duration so 
the relative amount of dispersion in time 
caused by multi-path delay spread is 
decreased. Inter symbol interference (ISI) is 
eliminated almost completely by introducing 
a guard time in every OFDM symbol. The 
guard time is chosen larger than the expected 
delay spread such that the multipath 
components form one symbol cannot 
interfere with the next symbol. However, the 
problem of Inter Carrier Interference ICI 

Paper Refrence: ECCCM 10/36 



ECCCM 2011, January 30 – 31, 2011                                                         University of Technology   
Control and Systems Engineering Department                                                Baghdad‐Iraq              

 

  318

would arise. ICI is a crosstalk between 
different sub carriers, which means that they 
are no longer orthogonal (orthogonality is 
lost). 
Hence, to eliminate ICI, the OFDM symbol 
is cyclically extended in the guard time, 
which is done by taking symbol period 
samples from the end of OFDM symbol and 
appending them to the start of OFDM 
symbol. This ensures that the OFDM symbol 
always has integer number of cycles within 
the FFT interval, as long as the delay is 
smaller than the guard time. As a result, the 
multipath signals with delays smaller than 
the guard time cannot cause ICI. In this case, 
the total length of the symbol is[1-5].  
 
Tf = TG + TFFT               …(1) 
 
Where Tf is the total length of the symbol in 
samples, TG is the length of the guard period 
in samples, and TFFT is the size of the IFFT 
used to generate the OFDM signal and 
usually TG is smaller than                              
( symbol time / 4 ) [1-5].  

  
2-Channel Estimation 
      In this paper, the method used to 
compensate phase error due to fading is a 
pilot symbol –aided OFDM modulation 
scheme which is the most sensible for 
channel estimation especially when the 
channel is time variant. In this method, pilot 
symbols are inserted at the transmitter at 
fixed time intervals and at the receiver, the 
channel characteristics are estimated by using 
the pilot symbol because the level of 
fluctuation is independent in each sub carrier 
channel. The  pilot carried in all frequency 
domains can be inserted at a known time 
period .Then ,by using the estimated channel 
characteristics , the transmitted data can be 
recovered. The pilot data are inserted only in 
the in phase channel. The relation between 
the transmitted pilot data (ice0, qce0) and the 
received pilot data (ice1, qce1) is given By[6]. 
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Where A is the transition matrix of the fading 
environment 
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To compensate the phase error all the 
received data are multiplied by the complex 
conjugate of A 
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The values of iv and qv are given by 
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3- Slantlet Transform (SLT) 
      The Slantlet Transform (SLT) is an 
orthogonal Discrete Wavelet Transform 
(DWT) with two zero moments, improved 
time localization, and is based on designing 
different filters that are not product for each 
scale instead of using filter bank iteration. In 
general, the algorithm to obtain the L-scale 
Slantlet filter banks is, as follows [5,7]: 
1- The L -scale Slantlet has 2L filterbanks. 
The first filterbank is called the low pass 
filter (LPF), and its transfer function is hL(n). 
The adjacent to the LPF filterbank has 
transfer function fL(n). Both hL(n) and fL(n) 
are to be followed by down sampling of 2L. 
2- The remaining 2L -2 filterbanks, there 
transfer functions are gi(n) and its shifted 
time reverse gi((2i+1-1)-n) for i= L -1, L -
2,…,1. Each gi(n) and its shifted time reverse 
are to be followed by down sampling of  
2i+1 for each value i.  
The Slantlet filter bank appears each gi(n) 
with its time reverse gi((2i+1-1)-n), while 
hL(n) does not appear with its time reverse, It 
always appears paired with the filter fL(n). 
The transfer functions hL(n), fL(n) and gi(n) 
for L-scale Slantlet are calculated using the 
following expressions[7] and the parameters is 
shown in Tables (1) and (2) respectively. 
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Table 1: hL(n) and fL(n) 
parameters  
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Table 2: gi(n) parameters  
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4-Proposed Slantlet Transform for OFDM 
system 
   Many researchers appeared recently to 
improve the performance of OFDM system, 
the way is done by replacing the FFT 
transform by any other transforms such as 
Discrete Wavelet Transform (DWT) and 
Discrete Multiwavelet Transform (DMWT).  
In this paper, first the Slantlet Transform 
(SLT) is proposed to use instead of Fast 
Fourier Transform (FFT) in the OFDM 
modulator and demodulator to obtain better 
performance for OFDM system. The filters in 
the SLT depends on the wavelet function 
namely Daubechies basis functions where 
these functions are simple in design with 
respect to sine and cosine functions of FFT 
and IFFT. The SLT is better than DWT 
because the length of the filters will be 
reduced, and that leads to reduce the number 
of computations which lead to increase the 
speed of operations in the system [7].  
Figure (1) shows the block diagram of the 
proposed SLT-OFDM system. In the 
transmitter, the Inverse Slantlet Transform 
(ISLT) is used instead of Inverse Fast Fourier 
Transform (IFFT) to modulate a block of 
input modulated values onto a number of 
sub-carriers and in the receiver; the sub-
carriers are modulated by a Slantlet 
Transform (SLT) instead of Fast Fourier 
Transform (FFT), which perform a reverse 
operation of an ISLT. 
 
 
 
 
 

 
Figure (1) Proposed SLT-OFDM system 

(transmitter & receiver) 
In the future. The high-bit rate transmission 
is required for high quality mobile 
communication systems. Orthogonal 
Frequency Division Multiplexing (OFDM), 
is a very attractive technique for the high-bit-
rate data transmission in a multipath 
environment that causes intersymbol 
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node k sends to the check node m, indicating 
P(xk=0) and P(xk=1) respectively. 

10
kmkm randr  denote the probability 

information that the mth check node gathers 
for the lth bit being 0 and 1, respectively. The 
postcriori probability for a bit is calculated 
by gathering all the extrinsic information 
from the check nodes that connect to it, 
which can be obtained by the following 
iterative beliefpropagation procedure [11,13]. 
For binary codes, the sum-product algorithm 
can be performed more efficiently in Log 
domain, where the probabilities are 
equivalently characterized by the log-
likelihood ratios (LLRs):  
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Initialization 
      Each bit node k is assigned an priori LLR 
L(pk). In the case of equiprobable inputs on a 
memoryless AWGN channel with BPSK, 
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wherex,y represent the transmitted bit and 
received bit, respectively, and 2 is the noise 
variance. For every position (m,k) such that 
Hmk= 1, where Hmk represents the element of 
the mth row and the kth column in the parity-
check matrix H, )()( kmmk rLandqL  are 

initialized as: 
)12...(0)()()(   kmkmk rLandpLqL

 
1-Checks to Bits 
Each check node m gathers all the incoming 
information )( mkqL  ‘s, and updates the 

belief on the bit k based on the information 
from all other bits connected to the check 
node m. 
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  2-Bits to Checks 
   Each bit node k propagates its probability 
to all the check nodes that connect to it. 
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3-Check Stop Criterion 
      The decoder obtains the total a posteriori 
probability for the bit l by summing the 
information from all the check nodes that 
connect to the bit 1. 
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Hard decision is made on the )( kqL , and the 

resulting decoded input x̂  is checked against 
the parity-check matrix H. If 0ˆ xH , the 
decoder stops and outputs x̂ . Otherwise, it 
repeats the steps (1-3). The sum-product 
algorithm sets the maximum number of 
iterations. If the number of iterations reaches 
the maximum, the decoder stops and outputs 
x̂  is the result of the hard decision [11,13]. 
 
6- System Description of LDPC Coded For 
the Proposed SLT-OFDM 
 

      Orthogonal Frequency Division 
Multiplexing (OFDM) is a very attractive 
technique to achieve the high bit rate data 
transmission required for the future mobile 
communications. A major drawback of 
OFDM is its high peak to average power 
ratio (PAPR). Many researches have been 
done to reduce the PAPR. In a multipath 
fading channel, some subcarriers of OFDM 
may be completely lost because of the deep 
fades. Hence, even though most subcarriers 
may be detected without errors, the overall 
bit error rate (BER) will be largely 
dominated by a few subcarriers with the 
smallest amplitudes [11].To improve the error 
rate performance of proposed SLT-OFDM; 
forward error correction coding is essential. 
Recently, low density parity check (LDPC) 
codes, which can achieve the near Shannon 
limit performance, attracted much attention. 
We proposed the LDPC coded for proposed 
SLT-OFDM (LDPC-SLT-OFDM) systems to 
improve the error rate performance of 
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proposed SLT-OFDM system on a Rayleigh 
fading channel. In mobile communications 
the high bandwidth efficiency is required, 
and thus the multilevel modulation is 
preferred. LDPC codes have been applied to 
Mary PSK modulation on additive white 
Gaussian noise (AWGN) channel and a 
Rayleigh fading channels. 
Figure (3) shows the modified model of the 
proposed LDPC-SLT-OFDM system. At the 
transmitter, information bits are encoded at 
the LDPC encoder and modulated at the 
Mary PSK modulator. After the serial-to 
parallel conversion, the OFDM sub-channel 
modulation is implemented by using an 
inverse slantlet transform (ISLT) and 
assigned to some OFDM symbols for the 
purpose of compensating two dimensional 
errors in the OFDM system. On a fading 
channel the guard interval is inserted for the 
purpose of eliminating the ISI. At the 
receiver, the guard interval is removed on a 
fading channel. After the serial-to-parallel 
conversion, the OFDM subchannel 
demodulation is implemented by using a 
slantlet transform (SLT). The received 
OFDM symbols generated by the SLT are 
demodulated at the Mary PSK demodulator. 
The demodulated bits are decoded with each 
LDPC encoded block and data bits are 
restored. 
 
 
 
 
 
 
Figure (3) Proposed LDPC-SLT-OFDM 
system model (transmitter & receiver) 
 
7- Performance by Computer Simulation 
7-1 Performance of the Proposed SLT-
OFDM System in AWGN Channel 
      All the implementation concepts have 
been verified in MATLAB Version 7 and the 
evaluation of the proposal SLT-OFDM 
system is presented and compared with 
traditional FFT-OFDM system with Mary 

PSK modulation using the Gray mapping. 
The measurement for the performance is 
displayed as Bit Error Rate (BER) and Packet 
Error Rate (PER) in comparison to signal to 
noise ratio (SNR) of the AWGN channel or a 
Rayleigh fading channel. The block diagram 
of the computer simulation for the proposed 
SLT-OFDM modulator and demodulator are 
shown in Figure(1) .  
The standard parameters used in our 
simulations which are affecting the 
performance of the proposal SLT-OFDM 
system are shown below. 
Number of parallel channel = ISLT length = 
IFFT length = 64  
Channel Spacing = 20 MHz which is used for 
64 point ISLT or for IFFT 
Symbol Rate = Sr = 312.5 (ksymbol/sec)= 
Carrier Spacing (Fc) (=20 MHz/64) 
Symbol time = Ts = 1/Sr =3.2 µsec 
Guard time = TG = Ts/4 = 800 nsec 
OFDM block length = Tf = TG + Ts =4 µsec 
Rate in OFDM = 1/Tf = 250 (ksymbol/sec) 
Number of OFDM symbol for one loop = 6  
Pilot Symbol = 1 for 6 symbol 
Modulation Schemes BPSK and 16PSK 
Figure (4) and Figure(5) illustrates the 
performance of the proposed SLT-based 
OFDM (SLT-OFDM) and the traditional 
FFT-based OFDM (FFT-OFDM) systems in 
AWGN channel compared with theoretical 
OFDM results for BPSK and 16PSK 
modulation. It is clearly shown that, the BER 
decreases when we increase the SNR, which 
is normal because the signal becomes 
stronger than the noise. Also we can see from 
these two figures that the proposed SLT-
based OFDM and FFT-based OFDM has 
almost the same BER and PER performance 
and close to theory BER results for OFDM 
system in AWGN channel. 
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Figure (4) BER performance of the proposed 
SLT-based OFDM system and the traditional 
FFT-based OFDM system in AWGN channel 
compared with theoretical OFDM results    
for (a) BPSK modulation (b) 16PSK 
modulation 

 

Figure (5) PER performance of the proposed 
SLT-based OFDM system and the traditional 
FFT-based OFDM system in AWGN channel 
for (a) BPSK modulation (b) 16PSK 
modulation 
 
7-2 Performance Of The Proposed SLT-
OFDM System In A Rayleigh Fading 
Channel With And Without Perfect 
Compensation 
       Fading is a more realistic mobile channel 
where multiple paths are received from the 
signal that is transmitted through the channel. 
This phenomenon introduces ISI (inter 
symbol interference) which is one of the 
major interference factors for a SLT-OFDM 
system that significantly degradates the 
system performance.  
Figure (6) and Figure (7) show the BER and 
PER performance in a Rayleigh fading 
channel. The fading period is equal to 4 msec 
when the Doppler frequency shift equal to 
250Hz (15 m/s @ 5 GHz). from simulation, 
if cannot compensate the amplitude and 
phase fluctuation caused by propagation 
characteristics, the data cannot be recovered, 
and both BER ≈ 0.5 and PER between (1 and 
0.55) for all the values of SNR for two 
system BPSK-SLT-OFDM and BPSK-FFT-
OFDM while the BER ≈ 0.5 and PER ≈ 1 for 
all values of SNR for two system 16PSK-
SLT-OFDM and 16PSK-FFT-OFDM . 
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Figure (6) BER performance of the proposed 
SLT-based OFDM system and the traditional 
FFT-based OFDM system in a Rayleigh 
fading channel compared with theoretical 
OFDM results for (a) BPSK 
modulation(without compensation) (b)  
16PSK modulation(without compensation) 

 

Figure (7) PER performance of the proposed 
SLT-based OFDM system and the traditional 
FFT-based OFDM system in a Rayleigh 
fading channel for (a) BPSK modulation    
(b) 16PSK modulation 

Figure (8) and Figure(9) show the BER and 
PER performance of the proposed SLT-based 
OFDM (SLT-OFDM) and the traditional 
FFT-based OFDM (FFT-OFDM) compared 
with the theoretical results for the OFDM 
system in a Rayleigh fading channel which 
have a Doppler frequency shift equal to 
250Hz. To obtain real OFDM simulation we 
add 11 zeros in the center of data & one zero 
at the beginning (over sampling present) 
before fed the modulated data into the 64-
point ISLT.[1,5] 
In this simulation, we assume ideal channel 
estimation is achieved (perfect 
compensation). The proposed SLT based 
OFDM is much better BER performance than 
the FFT based -OFDM, since the filters in the 
SLT depend on the wavelet functions. This is 
a reflection of the fact that the orthogonal 
bases of the Slantlet are more significant than 
the orthogonal bases used in FFT which are 
capable to reduce the intersymbol 
interference (ISI) and intercarrier 
interference (ICI) which are lead to loss the 
orthogonality between the carriers as a result 
of multipath propagation over the wireless 
fading channels. So that, the results of the 
proposed SLT-OFDM system operates at its 
optimum BER performance with traditional 
FFT-OFDM system. 
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It is also clear that the BER of the proposed 
SLT-OFDM system with BPSK modulation 
is about 2dB better than that of the FFT-
OFDM system with BPSK modulation for all 
values of SNR, moreover. The proposed 
SLT-OFDM system with 16PSK modulation 
is about 2.5dB over than that of the FFT-
OFDM system with 16PSK modulation for 
all values of SNR 

 

 
Figure (8) BER performance of the proposed 
SLT-based OFDM and FFT-based OFDM 
system in a Rayleigh fading channel with 
perfect compensation compared with 
theoretical OFDM results for (a) BPSK 
modulation (b) 16PSK modulation 

Figure (9) PER performance of the proposed 
SLT-based OFDM and FFT-based OFDM 
system in a Rayleigh fading channel with 
perfect compensation for (a) BPSK 
modulation (b) 16PSK modulation 
 
7-3 Performance of the Proposed SLT-
OFDM System in a Rayleigh Fading 
Channel with Pilot Symbol-Aided OFDM 
Modulation  
       In this simulation, we use one channel 
estimation symbol (pilot symbol) and six 
transmitted data symbols as one frame 
(packet) unit. Figure (10) and Figure (11) 
show the BER performance for the proposed 
SLT-OFDM system and traditional FFT-
OFDM system compared with the theoretical 
results for OFDM system in a Rayleigh 
fading channel for channel estimation 
compensation. If a pilot signal for the 
proposed SLT- OFDM transmission system 
with BPSK modulation is used, 
approximately 3 dB shift form the theoretical 
result is obtained because of the pilot data of 
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1/7 in one frame (packet) unit & use high 
value of Doppler frequency shift (fd=250) so 
the fading period is 4 ms. Also the channel 
estimation is not accurate enough to follow 
the fast fading. While, for pilot symbol FFT-
OFDM transmission system with BPSK 
modulation approximately 5dB shift form the 
theoretical result is obtained. Also, can see 
that the proposed SLT-OFDM system with 
BPSK modulation is about 2dB better than 
that of the FFT-OFDM system for all values 
of SNR. Moreover, for pilot symbol SLT-
OFDM transmission system with 16PSK 
modulation, approximately3dB shift from the 
theoretical result is obtained. While for the 
FFT-OFDM transmission system with 
16PSK modulation approximately6dB shift 
from the theoretical result is obtained. It is 
also clear that the proposed SLT-OFDM 
system with 16PSK modulation is about 3dB 
better than that of the FFT-OFDM system for 
all values of SNR.

 

 
Figure (10) BER performance of the 
proposed SLT-based OFDM system and 

FFT-based OFDM  system in a Rayleigh 
fading channel with Pilot Symbol-Aided 
compared with theoretical OFDM results    
for (a) BPSK modulation (b) 16PSK 
modulation. 

 

 
Figure (11) PER performance of the 
proposed SLT-based OFDM system and 
FFT-based OFDM system in a Rayleigh 
fading channel with Pilot Symbol-Aided    
for (a) BPSK modulation (b) 16PSK 
modulation 
 
7.4 Performance of the Proposed LDPC 
Codes for the SLT-OFDM System with 
Pilot Symbol Aided OFDM Modulation 
      In this section, we evaluate the bit error 
rate (BER) of the proposed LDPC-SLT-
OFDM system with BPSK and 16 PSK 
modulation using the Gray mapping in a  
Rayleigh fading channel with pilot channel 
estimation. We use (20,10)LDPC code Rate 
1/2 with column weight of 3 and set the 
number of iterations in decoding to  2 and 8 
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and compare the results with the LDPC-FFT-
OFDM system.     
      Figure-3 shows the block diagram of 
proposed LDPC-SLT-OFDM system for 
BPSK and 16PSK modulation over a 
Rayleigh fading channel with pilot system 
aided channel estimation. First, a block of k 
bits information data is encoded by a rate 1/2 
LDPC code. The encoder output is then pass 
through the modulator which modulates the 
data using BPSK or 16PSK modulation. The 
modulated data is converted from serial to 
parallel and mapped on the subcarriers using 
an inverse SLT. Each OFDM block is 
prefixed by a cyclic copy of the last few 
samples in the same block. At the receiver 
the inverse operation is performed. After 
LDPC code is decoded the data bit by using 
sum-product algorithm and then the bit error 
rate (BER) is calculated. 
      In a multipath fading channel, some 
subcarriers of OFDM may be completely lost 
because of the deep fades. Hence, it is 
expected that lots of errors fix on continuous 
some subcarriers and the two dimensional 
errors in both time and frequency domains 
occur. So that, LDPC codes can compensate 
for two dimensional errors in both time and 
frequency domains for the OFDM system. 
Figure 12, shows the BER performance of 
the LDPC-SLT-OFDM system and LDPC-
FFT-OFDM system with BPSK and 16PSK 
modulation. With each iteration in the 
figures, the estimation of the message bits 
improve, and they usually converge to a 
correct estimate of the message. The number 
of corrected error increases as the number of 
iterations increases. However, the 
improvement of the estimation does not 
increase linearly, and so, in practice, it is 
enough to utilize a reasonable small number 
of iterations to achieve acceptable 
performance. Therefore, as the number of 
iterations for the iterative LDPC code 
decoding algorithm increases, the LDPC 
decoder performs significantly better.  
      From this figure, the BER performance of 
the LDPC-SLT-OFDM system with BPSK 

modulation is about 3dB better than that of 
the LDPC-FFT-OFDM system after 2 and 8 
iteration and for all values of SNR in a 
Rayleigh fading channel with pilot symbol 
aided channel estimation. The BER 
performance of the LDPC-SLT-OFDM 
system with 16PSK modulation is about 4dB 
better than that of the LDPC-FFT-OFDM 
system after 2 and 8 iteration and for all 
values of SNR in a Rayleigh fading channel 
with pilot symbol aided channel estimation. 
Therefore, the overall performance of the 
proposed LDPC code SLT OFDM is 
considered very well in operation under 
fading channel which is also efficient in 
terms of power consumption as compared to 
the LDPC code FFT-OFDM system. 

 

Figure (12) BER performance of the 
proposed LDPC codes for the proposed SLT-
based OFDM system and the proposed 
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LDPC codes for FFT-based OFDM  system 
in a Rayleigh fading channel with Pilot 
compensation with 2 and 8  iterations           
for (a) BPSK modulation (b) 16PSK 
modulation  
From the figure-12(a) the coding gain at   
BER = 7*10-4 between uncoded traditional 
FFT-OFDM system and coded LDPC-FFT-
OFDM system with BPSK modulation and 
with pilot compensation in a Rayleigh fading 
channel is about 22.5 dB for 2 iteration and 
about 23 dB for 8 iteration. While the coding 
gain at BER = 7*10-4 between uncoded 
proposed SLT-OFDM system and coded 
LDPC-SLT-OFDM system with BPSK 
modulation and with pilot compensation in a 
Rayleigh fading channel is about 23 dB for 2 
iteration and about 24 dB for 8 iteration.   
Finally, the coding gain between the 
proposed LDPC-SLT-OFDM and LDPC-
FFT-OFDM is about 2.5dB for 2 iteration 
and about 3dB for 8 iteration. 
While, from the figure-12(b) the coding gain 
at BER = 5*10-3 between uncoded traditional 
FFT-OFDM system and coded LDPC-FFT-
OFDM system with 16PSK modulation and 
with pilot compensation in a Rayleigh fading 
channel is about 18 dB for 2 iteration and 
about 19 dB for 8 iteration. While the coding 
gain at BER = 5*10-3 between uncoded 
proposed SLT-OFDM system and coded 
LDPC-SLT-OFDM system with 16PSK 
modulation and with pilot compensation in a 
Rayleigh fading channel is about 20 dB for 2 
iteration and about 21 dB for 8 iteration.   
Finally, the coding gain between proposed 
LDPC-SLT-OFDM and LDPC-FFT-OFDM 
is about 3dB for 2 iteration and about 3dB for 
8 iteration. 
 
7- Conclusions 
      In this paper, a SLT for OFDM system is 
proposed to improve the BER performance 
on a Rayleigh fading channel. The SLT is 
less frequency sensitive than equivalent 
DWT or FFT due to the shorter length of the 
SLT filters. The LDPC-SLT-OFDM 
systemwith BPSK and 16PSK modulation 

using gray mapping have a better error rate 
performance and more effective than the 
LDPC-FFT-OFDM system with BPSK and 
16PSK modulation on a Rayleigh fading 
channel with pilot channel estimation in the 
term of iterations for the decoding algorithm. 
The reason for this improvement on a 
Rayleigh fading channel could be explained 
by the decoding algorithm. The proposed 
system employs the sum product algorithm 
as a decoding algorithm. The sum product 
algorithm exchanges likelihoods among 
frequency and time directions, so it can 
compensate for the two dimensional errors in 
both frequency and time domains. Thus, the 
LDPC codes are effective to improve the 
error performance of the proposed SLT-
OFDM system on a Rayleigh fading channel. 
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Abstract 
      The fixed time traffic light strategy is 
time and cost consumptive. Intelligent light 
trafficking based on car numbers is of 
impotence in recent studies to save time and 
cost. The present work focuses on modeling 
and calculating the time intervals needed to 
each side of traffic light. The calculations are 
based on the number of cars which is fed by 
sensors set up at each side. The model 
equations have been simulated using visual 
basic software. The simulation program can 
be divided into two parts; the first stage 
computes the number of cars at each side, 
and then gives the result to the second part 
which is responsible for time interval 
calculation .the result of second stage is fed 
again to first one and so on. Two case studies 
have been considered and the result has been 
compared to fixed time policy. Results based 
on this strategy show that the time interval 
and cost has been much reduced and; 
therefore, the suggested policy could enhance 
the traffic light system. 
 
Keywords: Intelligent Traffic light system, 
Intelligent Traffic mathematical model, 
Traffic light algorithm. 
 
1-Introduction 
      Traffic congestion is a severe problem in 
many modern cities around the world. Traffic 
congestion has been causing many critical 
problems and challenges in the major and 
most populated cities. To travel to different 
places within the city is becoming more 
difficult for the travelers in traffic. Due to 
these congestion problems, people lose time, 
miss opportunities, and get frustrated [1]. 
 

 
In fixed time traffic light control system, we 
can not get optimal solution for the traffic 
congestion. This leads to using other 
systems. One of these systems is intelligent 
traffic light system. 
Many traffic light systems operate on a 
timing mechanism that changes the lights 
after a given interval. An intelligent traffic 
light system senses the presence or absence 
of vehicles and reacts accordingly. The idea 
behind intelligent traffic systems is that 
drivers will not spend unnecessary time 
waiting for the traffic lights to change. An 
intelligent traffic system detects traffic in 
many different ways [2-3]. 
      We can see the needing to intelligent 
system from raising the number of cars. As 
example in the city of Kuala Lumpur, the 
registration of new vehicles each year 
increased by about twenty per cent [4-5]. 
May be the intelligent system alone will not 
solve this problem but it still the important 
parts of the solution. I here suggest 
mathematical modal for the intelligent traffic 
light. 
 
2-System Requirements 
      The whole system can be seen as in Fig 
(1-a). First part is cars counting system (can 
be sensors or any other instrument satisfies 
our requirements), in my example, I 
supposed sensor system Fig (1-b). First part 
is useful for counting cars in wait state and 
computing density of input cars for each side. 
Second part is the interface between traffic 
light and the computer. This part is useful for 
solving interfacing problems. The third part 
is the dedicated computer which is 
responsible for all computing according to 
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my algorithm by taking the input and 
calculating the time interval for each side 
then sending these intervals for the traffic 
light. 

 

3-Mathematical Modal (Initial 
computation)  

      Firstly, we will take Fig (2) as a first case 
study in my research (we can record this case 
as a first case). As in Fig (2), we have four 
sides (0, 1, 2 and 3). Each side has traffic 
forwarding and to the left. This means if any 
side has the green light, the others three sides 
will have red light. Suppose that we have two 
sensors at each side, the first count input cars 
(Cin) and the seconds count the output cars 
(Cout). Then the number of cars in each side 
is (Cin – Cout) which for four sides are C0, 
C1, C2 and C3. The density of input cars can 
be estimated for fixed time t (constant time, 
which is specified previously) by: 

 
CinD equal to number of incoming cars 
during the time t (Cin) dividing by this time. 
 
CinD =Cin / t                ……..(1) 
 
I suppose this can be gotten from the sensor 
system. The time for one period of the traffic 
light is T. the time which will be given to the 
sides is: 
T0, T1, T2, and T3. 
Before any computation, I mentioned that all 
computations are done in waiting state (when 
the yellow light effective). 
 
The time initially can be estimated by 
estimating the time needed to one care 
(Tcar): 
 

)2.......(T
3210

car CCCC

T


  

 
 The time needed to side 0 is: 
 

)3(..........* T 0car0 CT  

 
Now we can give the side 0 time T0 but the 
computation not accurate because we did not 
take into account the expected rising cars in 
each side. 
Firstly, we need to know the side active now. 
Let us take the side 3 active (have green 
light) and when this side gets yellow light 
then: 

esT , : Time for side s which are estimated. 
 

0e0, * T CTcar  

1e1, *T CTcar  

2e2, * T CTcar  

3e3, * T CTcar  

 
 
The expected cars rising in side 0 is equal to 
density of inputted cars in it multiply by the 
time taken by it because the side 0 is directly 
after side 3 and will not wait more: 
 

)5.......(* ,000 eEXP TCinDC   

 
The expected cars rising in any side can be 
estimated as: 
 

 eeEXP TTCinDC ,1,011 *   
 eeeEXP TTTCinDC ,2,1,022 *   

 eeeeEXP TTTTCinDC ,3,2,1,033 *   

 
Then the total cars in each side equal to the 
number of cars in fixed time plus the 
expected rising cars: 
 

EXPCCTotalC 000   

EXPCCTotalC 111   

EXPCCTotalC 222   

EXPCCTotalC 333   

 
According to the new numbers of cars, we 
will repeat our calculation: 
 

3210 TotalCTotalCTotalCTotalC

T
Tcar 

 …..(8) 

…..(4) 

…..(7) 

…..(6)
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00 * T TotalCTcar  

11 * T TotalCTcar  

22 * T TotalCTcar  

33 * T TotalCTcar  

 
Summation of these times (T0, T1, T2 and T3) 
will be exactly T.  
 

4-Mathematical Modal (General form):  

      If we have junction have n sides and the 
effective side is i (our computing will be 
after this side) then we can generalize the 
equation to: 
 







1

0

carT
nj

j
jC

T
 

 
jcar CT * Tje  where j=0, 1, 2 ..n-1 

 







)1mod()(

1
,mod)(*

nnijk

k
enkijjEXP TCinDC  

 

jEXPjj CCTotalC   







1

0

Tcar
nj

j
jTotalC

T
 

jcar TotalCT * Tj   

 

5-General Form for Other Case Study:  

      We can apply the above equations on the 
case in Fig (3). As we can see in Fig (3) there 
are four sides but the turn to left was not 
permitted, which leads to two sides have a 
green light in the same time. We can apply 
the above equations on this case by taking 
the apposite sides as one side (the sides 
which take a green light at the same time). 
From this, we have practically two sides only 
as shown in Fig (3). Now we have n=2 and i 
depends on the sides which we want to 

estimate the time to them. With taking into 
account the number of cars C0 is the average 
of the car's number of the two apposite sides. 
The density of input cars is the average too. 
We can record this case as the second case. 
 
 6-Testing the Mathematical Model  
 
      Testing of my equations are done with a 
simple simulator (program written by visual 
basic) which consists of two parts. The first 
part produce cars in each side and give this to 
the second part which calculates the time 
interval for the sides and sends it to the first 
part which in turn calculate the leaving cars 
and so on. Fig (4) shows the flowchart of the 
two parts. All the calculation of the interval 
is done in the last seconds of the last period 
(when the last side has yellow light). These 
tests were done on the two cases which are 
explained previously. The same tests are 
done on the same cases with fixed time 
interval traffic light. Fig (5) and (6) shows 
the relation between waiting time with 
respect to progress of time for first and 
second cases. The Y-axis represent waiting 
time for all cars for a specific slice of time 
(X-axis).Fig (7) and (8) shows the number of 
cars with respect to waiting time for first and 
second cases. Fig (5-8) drawing using 
Microsoft excel according to numerical data 
results from the mathematical model. From 
the test, clearly, when use the new model the 
average (over all time) will be reduced to 0.4 
while it 0.6 when used the fixed time system. 
Therefore, the efficiency of the new model 
will be increasing approximately 33%. Then, 
this increasing of efficiency will tend to 
reduce the time loss and this loss in time 
mean increase in cost like time, money, 
emission of Co2. (If we suppose that the cost 
is unity). 

7-Conclusions  

      As we can see the results ensure that 
using this mathematical modal decrease the 
waiting time (travel time) of each car and 
then decreasing the cost in fuel, which results 

…..(9) 

..(10) 



ECCCM 2011, January 30 – 31, 2011                                                         University of Technology   
Control and Systems Engineering Department                                                Baghdad‐Iraq              

 

  333

from waiting time. In the worst case, the 
fixed time system will not be best than using 
mathematical modal as can be seen from 
second case testing. The expected numbers of 
cars will not be same as the true cars. This 
will lead to small errors. The solution of it is 
by using smoothing factor, which depends on 
the difference between the true cars and the 
expected cars. 
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Figure (1-a) Main parts of the system 

 

 
Figure (1-b) Main parts of the system with sensor as first part 

 
 
 
 
 
 
 
 
 
 

Figure (2) Four sides junction with permit to turn to left 
 
 

 
 
 
 
 
 
 
 

Figure (3) Four sides junction with turn to left not permitted 
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Figure (4) The Flowchart of Two Parts 
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Figure (5) Waiting time of all cars per slice of Time (First Case) 
 

 
 

Figure (6) Waiting time of all cars per slice of Time (Second Case)  
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure (7) Relation between number of cars and Waiting time (first Case) 
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Figure (8) Relation between number of cars and Waiting time (Second Case)  
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SELF HEATING CALCULATION AND RESISTANCE 
MEASUREMENT CIRCUIT DESIGN OF MEZZO-STRUCTURE 
RESISTANCE TEMPERATURE DETECTOR (µSRTD) SENSOR 
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Abstract 
      The paper addresses: (1) Designing a new 
type of temperature measurement sensor 
named Mezzo-Structure Resistance 
Temperature Detector (μSRTD). (2) 
Designing an accurate circuit to measure 
sensor resistance which is about (0.25 – 1 Ω). 
(3) Driving a mathematical equation to 
determine the self heating value in (μSRTD) 
sensor. 

 
Keywords: RTD sensor, temperature sensor, 
temperature measurement. 

 
1- Introduction 
      Two types of temperature measurement 
sensors among all RTDs (Resister 
Temperature Detector) sensors are used. 
They are: Wire Wound RTD and Thin Film 
RTD. The basic characteristics of 
temperature sensors are: 
   1.Internal characteristics: size; vibration 

tolerance, mechanical and thermal shock 
immunity; sensitivity; operating range; 
stability; accuracy; ability to measure the 
temperature of a small and sprayed 
particles; sensor effect on measuring 
process; self heating coefficient; 
homogeneity; cost; interchangeability. 
[1] 

   2.External characteristics: contact or non-
contact temperature measurement needs; 
measurement accuracy; temperature 
change range; maximum temperature 
applied; explosion conditions; additional 
requirements of environments. [2] 

Despite of a high linearity of RTD sensor, it 
does not withstand high temperature and 
mechanical shock which is result to break the  

 
sensor. μSRTD sensor made by coating thin 
layers of metallic powders on dielectric 
substrates, therefore it will strong enough to 
withstand mechanical shocks and high 
temperature impulses. [3] 

Applications of μSRTD sensor are in 
critical and exploitation loads conditions like 
self propagation, high temperature synthesis 
(SHS) and detonation gun spray. [3] 

 
2-Mezzo-Structure RTD Sensor 

Specifications [3] 
   1. μSRTD sensor is able to measure 

effective temperature in detonation 
spray coating processes. 

   2. μSRTD sensor built by coating thin 
layers of metallic powders on dielectric 
substrates which is withstand 
mechanical shocks and vibrations. 

   3 Physical topology model of μSRTD 
sensor consists of layers in the form of 
mezzo-structure split-particles. 

   4. Electrical equivalent circuit topology 
model of μSRTD sensor is in the form 
of a group of resistors with different 
values connected on series and parallel. 
Connection quality between split-
particles borders are represented as 
resistor. Resistor with large value 
represents bad connection between 
split-particles and resistor with small 
value represents good connection 
between split-particles. 

   5. μSRTD sensor has “hysteresis” 
characteristic. 

   6. μSRTD sensor has “memory” 
characteristic which can remember 
maximum temperature of environment 

Paper Reference: ECCCM 10/57 



ECCCM 
Control 

 

 

af
pr

   7.μSR
com
sys

 
3-μSRT
      The
μSRTD
vibratio
sensor 
conditio
future. 
spray a
build μ
diamete
ceramic
gun spr
of powd
1.5 Mac
(100 - 
Pressure
weight 
of meta
between
sensor 
withstan
part of 
“mezzo
interme
μSRTD
Temper
sensor f
metallic
Fig.1. [3

Fig. 1
po

 

2011, Janu
l and System

fter removi
rocess. 

RTD sens
mputerized 
tems. [4] 

TD Sensor D
 method 

D sensor he
ons and me

is build 
ons in whi

Detonation
are the mos
SRTD sens

er metallic p
c substrate 
aying in ou
ders with s
ch). Powde
800 MegaP
e on substr
of metallic 

allic powder
n (600 to 2
under abov
nd working 
μSRTD se

s” which
diate. We d

D (Mezz
rature Dete
from others
c powders o
3] 

 - μSRTD s
owders of A

uary 30 – 31
ms Engineer

ing it from

or can 
real time

Design & B
which is 
elps sensor
echanical s
in conditio
ich it wou
n-gas spray
st suitable 
sor. Thin la
particles are

by using 
ur research. 
substrate is 
r particles s
Pascal) in 
rate depend
powders. T

r particles a
300 оС). B
ve conditio
under these

ensor name
h mean 
designated 
zo-Structure
ctor) to re
. μSRTD se

of (Ti, Ni, A

sensors base
Al, Ni, Ti res

1, 2011         
ring Depart

m measurem

be used 
e measurem

Build Meth
used to b
r to withs

shocks. μSR
ons similar
uld be used
y and pla
technologie
ayers of mi
e coated on
detonation

Collision sp
between (0

supply pres
collision p
ds on size 
The tempera
approximate
uilding μSR

ons helps i
es condition
e derived f

medial 
an abbrevia

e Resist
cognize a 
ensors base

Al) are show

ed on metal
spectively 

                    
tment          

339 

ment 

in 
ment 

hod 
build 
stand 
RTD 
r to 
d in 
asma 
es to 
icro-
n the 
n-gas 
peed 
0.4 -
ssure 
oint. 
and 

ature 
ely is 
RTD 
it to 
ns. μ 
from 

or 
ation 
ance 
new 
d on 

wn in 

 
lic 

     
coll
with
betw
surf
crys
mec
proc
subs

Fig

Fig
p
c

 
part
surf
   1.

                   
                    

Each laye
ision of me
h insulator 
ween melte
face of su
stallization 
chanical for
cess of inte
strate [6]. 

g. 2 - high sp
process o

g. 3 - The fa
particles for
collision wi

The factor
ticle form d
face of subs
 Natural in
substrate.

Powder temp
effect Td 

Powder veloc
effect Vd 

Powder size 
ff t

Substrate 
temperature 

Substrate ma
type effect 

         Univer
                  B

er of sen
elted metalli

substrate. 
ed metallic 
ubstrate a 
will happen
rmation of 
eraction be

peed video 
of mezzo-str

formation

actors which
rmation pro
ith solid sur

rs which 
during their 
trate are: 

nteraction be

perature 

ity 

effect 

aterial 

rsity of Tec
Baghdad‐Ir

sor forme
ic powders p
During int
particles an
heat trans

n. Fig. 2 & 
one particle

etween part

recorder sh
ructure laye
.[6] 

h effect on m
cess during

rface of subs

effect on 
collision w

etween part

25

0.1

1600

AL2O

370 

chnology   
raq             

d from 
particles 
teraction 
nd solid 

sfer and 
3 shows 
e during 
ticle and 

 
hows the 
ers 

 
metallic 

g their 
strate 

metallic 
with solid 

ticle and 

6 m/s

1 mm 

0C

O3

0C



ECCCM 
Control 

 

 

   2. Par
tem

   3. Par
   4. Par
 
4-Temp 
    µSRT 

   Lin
tempera
of therm
sensor 
may no
therefor
electron
mobility
resistivi
resistan
of meta

   µS
resistan
as sh
characte
appears
destruct
the tem
µSRTD
µSRTD
non-line
more th
value af
quality 
µSRTD
its’ init
tempera
hysteric
µSRTD
thermo-
The par
of using
   1. Nu
sensor u
   2. Che
   3. Thi
Therefo
layers, 
sensor i

2011, Janu
l and System

rticles temp
mperature ef
rticles veloc
rticles size. 

perature Ch
TD  Sensor
near increa
ature of clas
mal energy 
to vibrate. 

ot be in its
re interac
ns. The mea
y of electr
ity increase

nce continue
l. [6] 
RTD sen

nce versus 
hown in 
eristic of µ
 at hig
tion temper
mperature 

D sensor st
D sensor res
early and in
han average
fter Tdes po

between b
D sensor res

tial value, 
ature (300o

ces characte
D sensor de
-cycling (he
rameters wh
g of µSRTD
umber of 
used in therm
emical prop
ickness of s
ore by increa
we can inc

in critical an

uary 30 – 31
ms Engineer

perature (Td
ffect on form
city (Vd). 

haracterist
r
asing of r
ssic RTD se
which caus
At any in
 equilibrium

cts with 
an free path
rons is red
es. This inc
es until fusi

sor shows
temperature

Fig.4. 
µSRTD se

gh temper
ature (Tdes)
in which 
tart to des
sistance sta

ncreases two
. µSRTD se
oint depend
borders of 
sistance doe
when it c
K). This b
eristic of µ
estroys afte
eating & c

hich are dete
D sensor are

times in 
mo-cycle pr

perties of sen
ensor coat l
asing the nu
crease oper
nd exploitat

1, 2011         
ring Depart

d) and subs
mation proc

tic Of  

resistance 
ensor is bec
ses the atom
stant, the a
m position 

and sca
h decreases
duced, and 
crease in se
ion tempera

s non li
e character

Non-line
nsor obvio
ratures ab
. Tdes repres
the layers

truct. At T
arts to incr
o or three ti
ensor resist
s on connec

f split-parti
es not retai

cooled to r
behavior sh
µSRTD sen
er a numbe
cooling cyc
ermining pe
: 
which µSR
rocess. 
nsor materi
layers. 
umber of se
ration perio
tion conditio

                    
tment          

340 

strate 
cess. 

with 
cause 
ms of 
atom 

and 
atters 
, the 

the 
ensor 
ature 

inear 
ristic 
arity 

ously 
bove 
sents 
s of 
Tdes 
rease 
imes 
ance 
ction 
cles. 
in to 
room 
hows 
nsor. 
er of 
cles). 
eriod 

RTD 

ial. 

ensor 
od of 
ons. 

F
vers

   ΔR
 
     
max
µSR
two
befo
Seco
Sen
be g
sens
tem
show
sens
hyst
the 
char
mea

5-Pi 
     
and 
µSR
part
dep
   1.
part
clas
   2.
conn
sens
 
     
line
resi

                   
                    

Fig. 4 - Com
sus tempera

RμS1 (kT) = Δ

µSRTD 
ximum tem
RTD sensor
 times (at 
ore temper
ond time a

nsor resistan
greater than
sor resistanc

mperature of 
ws “memo
sor. This ex
tersis chara

non-linea
racteristic, 
asurement s

inciple Wo
The differe

RTD sen
RTD senso
ticles layers
ends on two
 First fac
ticles used i
ssic RTD se
 Second f
nections b
sor layers. 

At low tem
ar charac
stance an

         Univer
                  B

mparison be
ature charac
µSRTD sen

ΔRμS2 (kT) =

sensor us
mperature 
r resistance
room temp

rature mea
fter the me
nce value in
n first time
ce is propor

f a process. 
ory” charac
xplanation c
acteristic in 
arity of 

an ac
ystem is ne

ork Of µSR
ence betwe
nsor is in
r formed 

s. Resistanc
o factors: 
ctor is re
in sensor (th

ensor). 
factor is nu
etween par

mperatures 
cteristic 
nd temper

rsity of Tec
Baghdad‐Ir

etween resis
cteristic of R
nsors 

= D *dr*e–E

sed to 
in any 

e will be m
perature); fi
asurement 
easurement 
n second ti
. The incre
rtional to m
Therefore, 

cteristic of 
confirms the
Fig. 4. Bec

µSRTD 
curate re

ecessary. 

RTD Sensor
een µSRTD
n sensor s
from split-
e of µSRTD

sistivity o
his factor si

umber and
rticles surf

less than 
relation 
rature det

chnology   
raq             

 
tance 

RTD and 

E/kT 

measure 
process. 

measured 
irst time 
process, 
process. 
ime will 
easing in 

maximum 
this fact 
µSRTD 

eoretical 
cause of 

sensor 
esistance 

r [3]
D sensor 
tructure. 
-metallic 
D sensor 

f metal 
imilar to 

d quality 
faces of 

300 oК, 
between 
termines 

Admin
Figure 4



ECCCM 
Control 

 

 

µSRTD
tempera
destruct
will d
respons
tempera
relation
characte
      Sen
and can
together
We wi
sensor 
represen
connect
of µSR
size, c
topolog
layer len
      Surf
destroye
in explo
contact 
sensor 
number
circuit 
describe
circuit. 
resistan
connect
µSRTD
 

Fig. 5
chang

 
 
 

2011, Janu
l and System

D sensor ou
atures (mor
tion betwee

determines 
e, therefor

atures grad
n between r
eristic of sen
sor layers h

n be represe
r in three-
ll consider
are flat. El
nted as a se
tion Fig. 5. 
TD sensor 
contact qu
y of cond
ngth) and m
face layers
ed because 
osion proce
between pa
will decre

r of contac
of µSRTD

ed as some
This leads t

nce of 
tions type

D sensor can

5 - Destructi
ge total resi

flow

uary 30 – 31
ms Engineer

utput respo
e than > 3
n surfaces o
µSRTD 

re we ob
dual divers
resistance a
nsor. 
have mezzo
nted as resi
dimensiona
r that laye
lectrical eq
eries and p
In general, 
is determin

uality betw
ductor laye
metal type. 
s of µSRT
of high tem

ess. As a re
articles of m
ease. The 

ct, in electr
D sensor (F
e of resisto
to suddenly
sensor. 

e between 
n not predict

ion in senso
istance valu
w path in it.

1, 2011         
ring Depart

onse. At hi
00 oК), con
of coat part
sensor ou
serve at 
sion in li

and tempera

o-structure f
istors conne
al matrix fo
ers of µSR

quivalent cir
parallel resis

total resist
ned by num
ween parti
r (or effec

TD sensor 
mperature e
sult, numbe
mezzo-struc

decreasing
rical equiva
Fig. 5) can
ors will bur
y change in 
Number 

particles 
t. 

or surface w
ue and curre
. 

                    
tment          

341 

igher 
ntact 
icles 
utput 
high 
inear 
ature 

form 
ected 
form. 
RTD 
rcuit 
stors 
ance 

mber, 
cles, 
ctive 

are 
ffect 
er of 
cture 
g in 
alent 
n be 
rn in 
total 
and 

of 

 
will 

nt 

6-µS
To P
     
vers
(Alt
dest
This
theo
expl
At 
resi
that
of p
the 
Incr
volu
num
decr
sens

ch

ch

R
es
is
ta
n
ce

(Ω
)

R
es
is
ta
n
ce

(Ω
)

                   
                    

SRTD Sens
Practical R
 Nonlinear 
sus tempe
type) is 
truction of c
s nonline
oretical pri
lain the prin
300oC a 

stance will 
t at high te
particles inc

number 
reasing part
ume in co

mber of co
rease the to
sor. 

Fig. 6 - R
haracteristic

Fig. 7 - R
haracteristic

        

        

        

        

        

        

0 100

6

7

8

9

10

11

12

13

14

15

        

        

        

        

        

        

0 100 200

0,6

0,7

0,8

0,9

1,0

1,1

1,2

1,3

   
   
   
   
   
   
R
es
is
ta
n
ce
 (

) 
   
   
   
   
   
   
R
es
is
ta
n
ce
 (

) 

         Univer
                  B

sor Charac
Results. [3] 

characteri
erature of 

because 
connections

ear charac
inciples wh
nciple work
small dec
obvious (Fi

emperature, 
crease there 
of contact
ticles size w
oat structur
ntacts betw

otal resistanc

Resistance v
c of µSRTD

Resistance v
c of µSRTD

              

              

              

              

              

              

200 300

Т

              

              

              

              

              

              

0 300 400 500

Temperatur

Temperatu

rsity of Tec
Baghdad‐Ir

cteristic Ac

istic of re
f µSRTD 

of sequ
s between p
cteristic c
hich depen

k of µSRTD
creasing in
ig. 6). The r
thermal ex
sizes and i

ts between
will decrea
re. Increas

ween partic
ce value of 

 
s. temperatu

D sensor (Al

 
s. temperatu

D sensor (Ni

         

         

         

         

         

         

400 500

(oC)

         

         

         

         

         

         

0 600 700 800
o

re (oC) 

ure (oC) 

chnology   
raq             

ccording 

esistance 
sensor 

uentially 
particles. 
confirms 
nded to 

D sensor. 
n sensor 
reason is 
xpansion 
ncreases 
n them. 
ase holes 
sing the 
cles will 
f µSRTD 

 

ure 
l type) 

 

ure 
i type) 

        

        

        

        

        

        

600 700

        

        

        

        

        

        

0 900 1000



ECCCM 2011, January 30 – 31, 2011                                                         University of Technology   
Control and Systems Engineering Department                                                Baghdad‐Iraq              

 

  342 

       Resistance versus temperature 
characteristic of µSRTD sensor (Ni type) in 
1st heating cycle is shown in Fig. 8. A 
smooth decreasing in sensor resistance value 
happens to 800oС. Sensor resistance 
degreases by 15%. The reason is that, 
thermal expansion of particles will increase 
there sizes and number of contacts. Holes 
volume in coat will decrease due to 
increasing particles size. Total resistance of 
µSRTD sensor will decrease due to increase 
in number of contacts between particles. 

   In general, there are two mechanisms to 
explain µSRTD sensor (Ni type) 
characteristic in Fig. 9. The first is “holes 
filling” mechanism which is happens because 
of size expansion “thermal expansion” of 
particles. The second is “destruction” 
mechanism which is happens because of 
destruction between particles contacts of 
mezzo-structure sensor. The “holes filling” 
mechanism to “destruction” mechanism in 
Nickel is more intensively than in 
Aluminum. “destruction” mechanism of 
µSRTD sensor (Ni type) dominate at 800oС 
and higher temperatures. 

 

 
Fig. 9 - Resistance vs. temperature 
characteristic of µSRTD sensor (Ni type) 
after 2nd heating (curve1) & cooling (curve2) 
cycle[3] 

 
7-Resistance Measurement Circuit Of  
     µSRTD Sensor 
     Using Wheatstone bridge to measure 
resistance between (10 - 10-6) Ω causes errors 
because of wire resistance value and contact 
resistance effects between wires. It is 

difficult to connect copper lead wires to low 
resistors value without introducing contact 
resistances of the order of 0.0001% Ω or 
more. The contact resistance would amount 
to 0.01% for a resistance of 1 Ω and as high 
as 10% for a resistance of 0.001 Ω. [6] 
Kelvin double bridge (fig 10) is chosen to 
measure the resistance of µSRTD sensor. 
Kelvin double bridge eliminates the lead 
resistance between wires connections of 
bridge. Rx is (µSRTD) sensor and Ro is a 
standard resistor. Rx and Ro have nearly 
equal values. R1, R2, R3 and R4 are four 
known non-inductive resistors. Rx and Ro 
are represented as they connect to bridge by 
four contact resistors to increase 
measurement accuracy. Each resistors c1, c2, 
c3, c4, p1, p2, p3, p4 represent wire 
resistance and contact resistance between 
wires. Variable resistance is to control the 
current passing through sensor to make it as 
small as possible to decrease self heating in 
µSRTD sensor. 

Fig. 10 - Connection diagram of the Kelvin 
double bridge circuit 

432

32334324

434o2241

324x2111

I  I  I

)cR(c I  )pRR(p I

)R(p I  R I  )R(p I

)R(p I  R I  )R(p I







 
   µSRTD sensor resistance value is 
determined by equation: 
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   We can obtain balance condition (v1 = v2) 
by two methods: 
   1. First method by making the ratio R1/R2 
equal to R3/R4 and varying Ro. This is done 
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Where layerlayer Vm  
;

hlaVlayer 
;   is 

volume density of metal. For example, if 
µSRTD sensor (Al type) has 

33 /107,2 mkg ; a is layer width (
ma 3105  ); l  is layer length ( ml 210 ); 

h  is layer thickness ( mh 410 ); layerC
 is 

specific heat capacity, Aluminum has 
gjouleClayer /2,0

. Layers mass is about 

0.01 – 0.015 g. the layers resistance layerR
 of 

different samples of µSRTD sensor lies 
between a few ohms to 10-20 ohm (layers 
resistance of Aluminum samples may have 

ohmRlayer 2
 at high temperatures). Power 

supply voltage is between a few voltages to 
12V. Therefore sensor current at these 
conditions is about 10 mA. Relaxation time 

relt  for self heating of layers can not exceed 
several seconds. If trel is equal to 5 seconds 

then layerT
 will be (

KTlayer
05.0

). 
Therefore self-heating in µSRTD sensor 
because of current passing through it can be 
neglected. 

 
9-Conclusion 
   1. Kelvin double bridge is a best circuit to 

measure the resistance of µSRTD sensor 
with a high accuracy. The accuracy of 
circuit is: 0.05% for resistors (from 100 
micro ohms to 1 ohm); 0.2 – 0.05% for 
resistors (from 100 to 1000) micro ohms; 
0.2 - 0.5% for resistors (from 10 to 100 
micro ohms). 

   2. Mathematical equation which calculates 
self heating in µSRTD sensor determines 
exactly the factors which effect on 
µSRTD sensor resistance. 
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