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Control and Systems Engineering Department in brief

Foundation:

The department of Control Systems Engineering was established in 1975, the
year of the establishment of the University of Technology. It was then the first one of
its kind in Iraq as well as in the Middle East region. The goal of the department is to
introduce advanced control technology to advance the industry in Iraq. The
department is concerned with the study of various engineering systems that involve
electrical, mechanical, hydraulic, and pneumatic components. Typical application
fields are steel mills, automobile industries, refineries, computer control, robotics,
automation...etc.

Aims:

The department aims are to:-

(1) Prepare engineering graduates fully equipped with the fundamentals of
modern technology in Control and Systems Engineering to meet the
requirements of the Iraqi industry.

(2) Deal with scientific research projects in Control and Systems Engineering.

(3) Give full technical consultancy to the industrial sector.

(4) Provide continuing education programs in the field of Control and Systems
Engineering.

Main branches:

Currently the department has three branches:

a. Control Engineering Branch.

b. Computer Engineering Branch.

c. Mechatronics Engineering Branch.

Students are streamed to one of the above specializations starting from the Third
Year.

Undergraduate studies:
Due to the large request for admission to the department, and limited resources, the

department has adopted a policy to accept only the highly qualified students. The
number of students admitted and graduated over the years (1977-2010) is: 3020;
(control and systems Engineering 1589, control Engineering 600, Computer Engineering 652
and Mechatronics Engineering 179). Evening classes began in the academic year (1997-
1998). The number of students graduated over the years (1997-2010) is 521; (Control
Engineering 254, Computer Engineering 240 and Mechatronics Engineering 27).

\
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Postgraduate studies:
Postgraduate studies began in 1976 to provide highly qualified specialists. The

department offers the following postgraduate studies:
1. M.Sc. in Control Engineering.

M.Sc. in Computer Engineering.

M.Sc. in Mechatronics Engineering.

Ph.D. in Control Engineering.

Ph.D. in Computer Engineering.

Ph.D. in Mechatronics Engineering.

oukwnN

The number of students admitted and graduated over the years (1976-2010) is:
Higher Diploma 65 (Applied computers 65); Master 249 (Measurements and Control
Engineering 81, Electronic Computers Engineering 58, Control Engineering 25, Computer
Engineering 38 and Mechatronics Engineering 47); Doctorate 23 (Control and Computers
Engineering 4, Control Engineering 5, Computer Engineering 11 and Mechatronics
Engineering 3). The admission to postgraduate studies requires that the applicants
must have a B.Sc. degree either in Control Systems Engineering, Computer
Engineering or Mechatronics Engineering. The applicant’s average grade should not
be less than 65% or at least he should be within the top quarter of graduates in his
department.

Research interests:

The scientific research in the department is concerned with all branches of
Control Engineering, robotics, mechatronics and process control using advanced
computer systems and techniques. There is a particular interest in research areas
concerned with Computer Engineering, neural networks, artificial intelligence, expert
systems and fuzzy logic applications.

The following are typical research activities:

e Stability and control characteristics of microprocessor controlled brushless
machine for servo drive.

e Synchro digitizer.

e A PC-based CNC machine controller.

e Kalman estimator design for the boiler drums temperature differentials
during start up.

e Static state estimation and neural network application to the continuous
monitoring of charge temperature in induction furnaces.

e Estimation of immeasurable molten metal temperature in induction furnaces
by Kalman filtering estimation technique.

e Enhancement of boiler drum water level sensor for Al-Mussaib thermal
power station.

e Neural network application to drum water level sensing of steam boilers.

e PID controller with on-line Neuro-Tuner for a pressure process.

e PID controller with on-line Fuzzy-Tuner for a pressure process.

e Gear flexibility effect on the dynamic response of spur gears system.

e Gear flexibility effect on the dynamic load factor.

Vil
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e On-line collision-free motions for kinematically redundant manipulators in
constrained configuration space.

e Development of high performance parallel computers system based on LAN.

e Design and implementation of reliable wireless network.

e Simulation of autopilot design using variable structure systems.

e Real time kernel for process control.

e Implementation of a telemetry protocol for packed switch satellite service.

e Increase the GPS performance accuracy and its military applications.

Laboratories:

There are many specialized laboratories in the department to support the
teaching and training of the students. The labs prepare students to deal effectively
and efficiently with practical engineering aspects. Each laboratory can accommodate
up to 20 students at one time. These laboratories include: Digital Techniques,
Personal Computer, Control, Computer Control, Process Control, Components,

Electronics, Electrical, Mechatronics, Research, Communication, Computer Networks
and Microprocessor Labs.

Relationship with industry:
The department has a good relationship with industrial establishments to
carry out scientific research projects, consultations, teaching and joint-supervision of

postgraduate students, especially in oil refineries, Electricity Board and heavy
industries.

Scientific conferences:

The department encourages its staff to participate in scientific seminars and
conferences held inside the country and abroad. The department has organized

seminars and conferences, the last of which was held in the academic year (2000-
2001).
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POSITIVELY INVARIANT SETS IN SLIDING MODE CONTROL
THEORY WITH APPLICATION TO SERVO ACTUATOR SYSTEM
WITH FRICTION

Dr. Shibly Ahmed Al-Samarraie
Control and Systems Engineering Department
University of Technology
dr.shiblyahmed@yahoo.com

Abstract

In this paper two invariant sets are
derived for a second order nonlinear affine
system uses a sliding mode controller. If the
state started in these sets it will not leave it
for all future time. The invariant set is found
to be function to the initial condition only,
from which the state bound is estimated and
used when determining the gain of the sliding
mode controller. This step overcomes an
arithmetic  difficulty that consists of
calculating suitable controller gain value that
insures the attractiveness of the switching
manifold. Also, by using a differentiable
form for the approximate signum function in
sliding mode controller formula, the state
will converge to a positively invariant set
rather than the origin. The size of this set is
found to be function to the parameters that
can be chosen by the designer, thus, it
enables us to control the size of the steady
state error. The sliding mode controller is
designed to the servo actuator system with
friction where the derived invariant sets are
used in the calculation of the sliding mode
controller gain. The friction model is
represented by the major friction
components; Coulomb friction, the Stiction
friction, and the viscous friction. The
simulation results demonstrate the rightness
of the derived sets and the ability of the
differentiable sliding mode controller to
attenuate the friction effect and regulate the
state to the positively invariant set with a
prescribed steady state error.

Keywords: Positively Invariant Set, Sliding
Mode Control, Servo Actuator System,
Friction Model.

1-Introduction
In this paper we are interested mainly to
answer the following: Consider the second
order affine system with sliding mode
controller
x = f(x) + g(x) * (—k * sgn(s)),s = s(x)
Then, for a certain controller gain valuek,
what is the area around the origin such that if
the state initiated inside this region, it will
not leave it and the origin is an attractive
point. This area is known as the area of
attraction.
The area of attraction forms the so called the
positively invariant set. The set notion
appears in control theory when we
considered three aspects, which are crucial in
control systems design, these are: constraints,
uncertainties, and design specifications [1].
For the sliding mode controller
u=—kx*sgn(s), k>0
the main design step is the calculation of an
appropriate value for the controller gaink.
This point is important since a large gain
value may lead to the chattering problem. So
a better estimate to gain value, may help in
reducing the amplitude of the chattering
behavior (the chattering behavior is
frequently appears in sliding mode control
system for many reasons such as the non
ideality of the switching process [2]). In fact,
this work is an issue in thisdirection.
Furthermore, many methods are used
toeliminate the chattering in sliding mode
control system (see [2]&[3]), but the simplest
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method is introduced by Sloten J. J. [4],
where the segnum function is replaced by a
saturation function. This approximate sliding
mode controller introduces a positively
invariant set around the origin and its size
determined by the design parameters [5].
Khalil H.K. [5], derives the invariant set
formed by the sliding mode controller that
uses the saturation function as suggested by
Sloten. The saturation function is a
continuous but not differentiable function;
and for this reason we are interested in
replacing the segnum function by a
continuous and differentiable function, and
then derive the positively invariant set
formed by the approximate sliding mode
controller.

In recent application of control
theory, many dynamical systems modeled as
interconnected systems where the state of the
upper system is unaffected by the actual
controller [6]. For this system type a virtual
controller is used to control the upper system
if the system be in a certain form to enable
the application of the so called the
Backstepping approach. So, the presence of
the disturbances in the upper system will lead
to the non-matching property for the control
system. The situation becomes more
complicated if the disturbances are
nonsmooth. This situation makes us use the
arc tan function (the continuous and
differentiable function), which may be used
as a virtual controller for the interconnected
system, and derive for it the positively
invariant set. The servo actuator system is
one of the interconnected system models,
where the torque that actuates the mechanical
system is not the actual input (for a D.C.
motor the voltage is the actual servo actuator
system input). Therefore, we select this
system to design the sliding mode controller
with the aid of the derived positively
invariant sets.

2-Invariant Set

The terminologies of the invariant and
positively invariant set are definedin this

section,wherewe refer mainly to the excellent
reference [5]. So, consider the second order
autonomous system

x = f(x) 1)

Where x € R?andf (x)is a locally Lipschitz
map from a domain D c R? into R?. Let
x(t)be a solution to the second order
autonomous system in equation (1) and also
let x =0be an equilibrium point; that
isf(0) = 0.Now, the set M, with respect to
the system in equation (1), is said to be
invariant setif

x(0)eEM=>x(t) EM, VtER

It means that: if x(t) belongs to M at some
time instant, then it belongs to Mfor all future
and past time, i.e., it will never come from a
region outside it or leave it for all future
time. A set M is said to be a positively
invariant setif
x(0)EM=>x(t)EM, Vt=0
In this case the state may be come from
outside the positively invariant set but will
never leave for all future time. We also say
that x(t) approaches a set M as tapproaches
infinity, if for each £ > Othere is T > 0 such
that
dist(x(t),M) < &,Vt >T

where dist(x(t), M) denotes the distance
from a point x(t)to a set M.The positive
limit point is defined as the limit for the
solution x(t)when thetime approaches
infinity. The set of all positive limit points of
x(t)is called the positive limit set of x(t).
Accordingly, the asymptotically stable
equilibrium is the positive limit set of every
solution starting sufficiently near the
equilibrium point, while the stable limit cycle
is the positive limit set of every solution
starting sufficiently near the limit cycle. The
solution approaches the limit cycle as t — oo.
The equilibrium point and the limit cycle are
invariant sets, since any solution starting in
either set remains in the set for all t € R.
Moreover, let the set of positively limit set
for a point p denoted by the wlimit set of p,
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namelyw(p), then some properties of it are
stated in the following fact [7]:

Let M be a compact, positively invariant set
and p € M, then w(p)satisfies the following
properties:

1. w(p) # O, that is, the w limit set of a point
IS not empty.

2. w(p) is closed.

3. w(p) in a positively invariant set.

4. w(p) is connected.

This fact, in later sections, will be helpful in
determining the behavior of the state
trajectory when it is initiated in a positively
invariant set.

3-The First Positively Invariant Set

In the following analysis, the first invariant
set for a second order system that use a
sliding mode controller is estimated.
Consider the following second order affine
system

561 =Xy
X = f(0) +g(u, gx) >0 )

Let the controller in equation (2) is the
sliding mode controller

u=—ksgn(s),s=x, +Ax;, 1>0 (3)

Where s is the switching function which it is
selected such that the system at the switching
manifold (s = 0) is asymptotically stable.
The main idea behind the selection of the
sliding mode controller gain k is that the
switching manifold will be attractive. To do

that we use the following
nonsmoothLyapunov function
V=ls| (4)

The switching manifold is guaranteed to be
attractiveness if the derivative of the
Lyapunov function is negative.
Consequently,

V = s *sgn(s)
= [f(x) — g(x)k * sgn(s) + Ax;]sgn(s)
= —[g()k — (f(x) + Ax2) *sgn(s)]  (5)

Now if k is chosen such that V < 0, then the
switching manifold is attractive. Thus,

f(x)+Ax;
gx)

If k satisfy the inequality (6), thens = Ois
asymptotically stable. In fact satisfying
inequality (6) is the main calculation problem
during design process. Formally, we may use
a large gain value to ensure satisfying (6),
and consequently the area of attraction
becomes large. But the gain cannot be chosen
freely without limit due to the control
saturation. Accordingly, the gain value
determined directly the area of attraction
size. In this work, we aim to find the
invariant set for a second order system that
use the sliding mode controller as given in
(3), such that when the state initiated in it
will never leave for all future time. Hence,
the gain is calculated depending on the
invariant set size and the region of attraction
will include at least the invariant set. In
literature, the existence of the invariant set is
assumed (by assign the maximum state
value) and accordingly the sliding mode
controller gain is calculated. In this case the
sliding controller will be able to force the
state toward the switching manifold at least
when it initiated in this invariant set.
However, the gain value may be large and
again the saturation problem arises. Other
designer, uses a certain gain value in the
design of sliding controller and, may be, by
doing extensive simulations they prove that
the area of attraction will include the nominal
initial conditions for a certain application [8].

To find the invariant set, we need to
derive its bounds. The first bound on the
invariant set is derived by using the
Lyapunov function given in equation (4).
Suppose that we use a certain value for the
gaink, and then there is a certain basin of
attraction such that the time rate of change of
the Lyapunov function is less than zero,
namely

k > max =h (6)

V<0=2V(E)-V(t,) <0
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or
Is(®)] = [s(t,)] <0

Therefore the switching function level is
bounded by:

~ s < Is(t)|, vt > t, (7)

Of course the inequality (7) hold due to the
action of the sliding mode controller with
gain k. However, the inequality (7) shows
that the state will lie in a region bounded by

—s(t,) <s(t) <s(t,),vVt>t,

but without assign the equilibrium point
with respect to the switching function. So we
need to show that, as it is known, that the
switching manifold is an asymptotically
equilibrium manifold due to the sliding mode
controller. To prove the stability of s =0,
the time derivative of the switching function
is found firstwhen k satisfy inequality (6), as
follows:

§ =%, + Ax; = f(x) — g(x)ksgn(s) + Ax,
= $=—-Bx)sgn(s) , 0= px)

Now, we return to the Lyapunov function,
equation (4), to find its derivative as:

V(s) = $ * sgn(s)
=V(s)=—-B(x)<0

Since V(0)=0 and V(s)<0 in the
set{x e R%:s#0}, then s=0 is
asymptotically stable (theorem 4-1 in
reference [5]). Moreover, we must note that
the solution of the dynamical system in (7) at
the switching manifold does not exist [9].
This is due to the discontinuity in sliding
mode controller formula. ldeally the state
will slide along the switching manifold to the
origin, i.e., the state trajectory will identify
the switching manifold until it reaches the
origin. Therefore, the bound given in the
inequality (7) becomes:

0 < [s(D)] < [s(t)]
= 0 < s(t) *sgn(s) < s(t,) * sgn(s,)

But in sliding mode control
sgn(s,),Vt > t,, thus,

sgn(s) =

0 < s(t) *sgn(s) < s(t,) * sgn(s) (8)
Accordingly we have

0 <s(t) <s(t,)fors>0
0 = s(t) > s(t,)fors <0 9)

In words, inequality (9) shows that if the
state initiated in the positive side of the
switching manifold, then the state will stay in
an open region bounded by s = s(t,) and
s = 0Vt > t,. The same thing is happened if
the state initiated with negative switching
function level. Inequality (9) is the first
bound; the second is derived here for x; as
follows:

561 + Axl = S(t)
= dfeMx,(t)} = eMs(t)de

or
t

e’ x;(t) —x.(t,) = js(r)e’“ dt

to

By taking the absolute for both sides and
considering the inequality (7), we obtain

le?tx; ()| — |etoxy (¢,)]
< |e*xy(t) — e*tox; (¢,)|

t

t
= Js(r)e’” dr| < fls(r)le’“ drt
to

to

t
t
< |s(ty)l .I-e’“ dr = ls(/1—0)|(6” — etto)
o

= |e’1tx1 (t)l <

|e’”0x1(to)| + Lg(/lﬂ(eﬂt _ elto)

= |x1(t)| < |xl(t0)|€_l(t_to)

IRLICHPT

P (0] < max {lx (¢)], 252 (10)
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The result in the inequality (10) is a
consequence of the convexity of the set

W= {x;(t): 2, () = ulx;(t,)]
|s(t,)I }

1 <
In this case the maximum element of the set
is at u=0 or at u=1. Therefore the
invariant set is bounded by the inequalities
(9) and (10) in terms of the initial condition
only and hence, the invariant set is given by:

0= {x € R%:0 < s(t)sgn(s) < s(t,)sgn(s),
o ()] < max (1, (2,)1, =)} (11)

A
The figure below plot the invariant set in the
phase plane and one can find geometrically
that the bound for x, (t) inside Wis

2 ()] < max{lx,(t,)1, s ()1} (12)

A2

Figure (1): Positively Invariant Set.
4-The Second Positively Invariant Set

In classical sliding mode control theory, there
exist a trivial invariant set. This set is the
origin of the state space where the controller
regulates the state to it and kept make the
state there for all future time. The sliding
mode control that does the above task is a
discontinuous control and it may lead to the
chattering problem. Many solutions to the
chattering problem are exist in the literatures
(see references [2], [3] and [10]). A simplest
method to remove chattering is by replacing
the segnum function, which it used in sliding
mode controller, by an approximate form.
This idea is first introduced by J.J. Sloten in
[4] by using the saturation function instead of

the signum function. Later, many other
approximate segnum functions are used to
remove chattering as found in reference [11].
However, when replacing the signum
function the state will not be regulated to the
origin, instead it will regulated to a certain
set around the origin known as the positively
invariant set. The size of this set is
determined by the design parameters and the
approximation form. In the present work the
signum function is replaced by the arc tan
function, namely

SGMapprox .(5) = = tan”(ys)(13)

Where tan~(ys) is a continuously
differentiable, odd, monotonically increasing
function with the properties:

tan™1(0) = 0, limg|oo, tan™ (ys) =
lim, o, tan~!(ys) = %sgn(s)andsgn(s) *
tan~1(ys) = tan"(y|s|) = 0

Accordingly, the sliding mode controller,
given in equation (3), becomes

Ugpprox . = —%tan_l(ys) (14)
Now, let us state the following, and then
prove it:
When the sliding mode controller use the
approximate signum function as given in
equation (13), and the controller gain satisfy
the inequality (6), then the state will be
regulated to a positively invariant set defined
by

_ 2 g
ps = {x € R x| < 5,15 < 6}(15)
To prove that As is a positively invariant set
for a second order affine system (equation
(3)), we return to use the Lyapunov function
in equation (4) which has the time rate of
change

. 2k
V= {00 - ) T tan™ (rs)+Ax) sgn(s)

2k
= —{g(X)ytan‘l(VISI)

— (f(O) + ) * sgn(e)}
For the switching manifold to be attractive V
must be less than zero,
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namely—{g(x) = tan™ (yls[) -
(f (x) + Axy) * sgn(s)} <0

2k x) + Ax
= —tan~(y|s|) > max [ +Ax, =
T 9(x)
or
mh
2tan ~1(y|s|) (16)

Now, let |s| =& be the chosen boundary
layer, then inequality (16) reveals, for a
certain y, that: for any § there is k, such that
the state will be regulated to an open region
given by

I'={x € R%:|s| < 6} (17)
Accordingly, the gain k will be

_ amh

= St 100 '@ >1 (18)

In addition, to determiney, equation (18) may
be written as:

k=ahpB, [>1 (19)
provided that;
y6 = tanﬁ (20)

The next step in the determination of the
invariant set As is to found the boundary
with respect to x; insidel’. This is done by
using the following Lyapunov function

1
V =-x?

; 1)

with the x; dynamics, from equations (2) and

(3):

.7.('1 = —/1xl + S(t) (22)

Therefore the time rate of change for the
Lyapunov function is

V = x1 9&'1 = x1 (—){xl + S(t))

= —Axy 12 4 |xg [Is(O] < =2y > + %1 |6
) = —|x; |(A]xy | = 8)

Thus, V <0 for the following unbounded

interval:

%, | > g (23)

Inequality (23) proves that the state x; will
reach and stay within the interval —%S

X1 S%This ends the prove that the set

{x € R%: x| < %, Is| < 6} is  positively
invariant for the system in equation (2) that
uses a sliding mode controller with the
approximate signum function as given in
equation (14).

Note that the state inside As; may or
may not reaches an equilibrium point; the
situation depends on system dynamics, i.e.,
the state, instead of that, will reach a limit
cycle inside As.Consequently, and for the
design purpose, & may be determined
according to a desired permissible steady
state deviation of the state x; and for a
selectedA, as a design parameter, as follows:

8= A% Xyper, (24)
Thus, the set As is now written as:
As = {x € R%:|x1| < X1per, IS < 6} (25)

It is also noted that for arbitrary small
X1per the positively invariant set As becomes
arbitrary small and it may lead, again, to the
state chattering. This case may explain the
chattering phenomena as the state oscillation
with a very narrow width, i.e., the interval
|1 | < X1per. is very small.

5-Sliding Mode Controller Design for
Servo Actuator with Friction

Consider the following model for the servo
actuator with friction:

Ji=u—F—T, (26)

Where x is the actuator position, J is the
moment of inertia,u is the control signal, Fis
the friction torque, including the static and
dynamic components, and T, is the load
torque. The friction model taken here is a
combination of Coulomb friction E,,
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Stictionfriction F,, and the viscous friction
(for more details one can refer to the survey
papers [12] &[13]), namely

X

F = Fse_(ﬂ) * sgn(x) + F, <1 — e_(%) >

* sgn(x) + ox
or
2

F= {Fse‘(%) +F <1 - e‘(%)2>

+a|x|} * sgn(x) 27

Where x, is called the Stribeck velocity and
ais the viscous friction coefficient. In addition,
the servo actuator model in equation (26) is
considered uncertain with a bounded load
torque. The uncertainty in the model
parameters reaches to 20% of their nominal
values. Now, definee; = x —x; and e, = x —
X4, then the system model in equation (26) in
state space form (in (e;, e;) plane)is written as:

é1 = e

R 1 .
&= (5) w-F-T) - % (28)
In this work the desired position and velocity
are taken as in reference [14]:

1 1
= ——si — ——sin(12mt) =
Xg = T sin(8mt) am sin(12mt) = |x,|

< —
~ 48m
xg = sin(10mt) * sin(2mt) = |x4] <1 (29)

Also, the switching function and its derivative
are

s=e;+ e &
s‘=(]l)(u—F—TL)—5ed+Ae2 (30)

Wherex,; = 10w * cos(10mt)sin(2mt) — 2m *
sin(10mt)cos(2mt) and |%,| < 12m.

The sliding mode controller is designed
for two initial conditions (the position and the
velocity at time t=0). The first initial
condition lies in the 2" positively invariant set
(see (15)), while in the second case the 1%
positively invariant set is according to the
initial condition taken which lies outside the
2" positively invariant set. The controller
parameters are calculated for each case in
appendices (A) and (B) for the following

nominal parameters and external load values
[14]

Table (1): Nominal Servo Actuator
Parameters and the External Load values

Par. Definition Value Units
], Moment of inertia. 0.2 kgm?
F, Stiction friction. 2.19 Nm
E, Coulomb friction. 16.69 Nm
X0 Stribeck velocity. 0.01 ;?ZC

. . Nm
- viscous friction 0.65 . sec
° coefficient
Jrad
Ti, External Torque 2 Nm

The simulation results and discussions
presented in the following section.

are

6-Simulations Result and Discussions

For the first case the state is started from the
rest, which means e(0) = (0,0)(this is because
x4(0) = x4(0) = 0). In this case the stateis
initiated inside the 2" positively invariant
setAs, andaccordingly the state will not leave it
for t > 0.The state after that reaches an
invariant set (it stillsinside As) , namely the
wlimit set of the point e(0). For the servo
actuator with non-smooth disturbance (the
friction), this set is a limit cycle lies inside the
positively invariant set A5 (the fact in section
2). Indeed, the state will reach the wlimit set if
it is started at any point inAg. This situation
will be demonstrated by the simulation results
below.

The approximate sliding mode
controller in this case is (the details of the
calculations is found in Appendix (A))

Ugpprox . = —(84/m) x tan~1(141 * 5)
PPS = —%xg3)+25%(x —x4) }(31)

This controller will be able to maintain the
state in the following invariant set:

By ={x e R |x — 2 < 2= Isl < =} (32)
The response of the servo actuator system
when started at the origin is shown in figure
(2). In this figure the position response is
plotted with time and it appears very close to

the desired position. This result is
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demonstrated when plotting the error and the
maximum error shown in the plot, where it
does not exceed 1.5 x 10~* radian. For the
velocity, figure (3) plotthe time response and
again the maximum error, which it does not
exceed 6.5 x 1073 radian per second, reveal
the closeness between the velocity response
and the desired velocity. The error phase plot is
found in figure (4) where the state reaches the
w limit set of the origin point. The w limit set
forms here a non-smooth time varying limit
cycle and accordingly, the error state will
oscillate for all future time within certain
amplitude. The oscillation amplitude has an
upper bound decided early by the choice of the
permissible error.

The positively invariant set formed by
the sliding mode controller, as it is given by
(32), enables the same controller to regulate the
state when it is started within this set. This
situation is verified in figure (5) for two
starting points where the state reaches the
wlimit set corresponding to each point.

—
{
\

(b)

Figure (2) a) Position and the desired
position vs. time (equation (29)). b) The
position error for 5second.

(b)

Figure (3) a) Velocity and the desired
velocity vs. time (equation (29)). b) The
velocity error for 5second.

Figure (4) The phase plane plot when the
error started at the origin.
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Figure (5) The phase plane plot a) when the
error started at (e,) = (;,0) b) when the

error started at(e,fi—j) = ( 1’;—4)

3600’
s

" 3600

For the second case the sliding mode
controller, as calculated in appendix (B), is

}

The controller will be able to regulate the
error to the origin if it initiated in the
following positively invariant set:

u = —45 = sgn(s)

s=(x—x3)+25*(x —xy) (33)

Q={x eR%|s(t)] <0875, |x —xy| <
0.035} (34)

The simulation results for the position and
the wvelocity when the state starting at
(x, %) = (0.035,0) is shown in figure (6). In
this figure the position and the velocity track
the desired response after a period of time
not exceeding 0.12 second.

Figure (6) Servo actuator response for the

initial condition (e,j—i)=(0.035,0) a) The

position vs. time b) velocity vs. time.

As for the sliding mode controller in (31), the
sliding mode controller in (33) will create a
positively invariant region (34) such that if
the state initiated inside this set, it will be
regulated to the origin. This situation is
confirmed in figure (7) for three different
starting points including the case of figure

(6).

.
et

()
Figure (7) Error phase plot for different
initial  conditions a)(e,j—f)=(0.035,0) b)

(e.5) = (=0.035,1.75) €) (e,5) = (0,-0.875).

10
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If it is required to remove the
chattering that exists in the system response
for the second case, we again replace the
segnum function by the arc tan function. In
this case we replace the gain k = 45 by the
following quantity:

k =45%1.25=57, B=1.25
Then, we obtain

114 —
u=-— (T) tan~1(141 * s) (35)
The sliding mode controller in (35) creates a
positively invariant set equal to the set given
in (34), but in this case the controller will not
regulate the error to the origin. Indeed, the
controller will regulate the error to enter the
2" positively invariant set that was given in
(32). Mathematically, the 1% and the 2" sets
in (34) and (32) are two positively invariant
sets created by the sliding mode controller in
equation (35) but with a different set level
(see reference [1] for the definition of set
level), namely

A(;CQ

As in figure (7), the phase plane plot for the
initial condition (e,j—j) = (0.035,0)is
plotted in figure (8) but without chattering
around the switching manifold due to
replacing the segnum function in equation
(33) by the approximate form in (35).
Accordingly, the state will enter a smaller
positively invariant set and then reach the w
limit set as in case one.

s resnay
. s »
-2 Y

11

L]

3 v g v

(b)
Figure (8) the phase plane plot when using
the controller in (35) a) full phase plot b)
small plot around the origin showing the
oscillation behavior.

Finally, the chattering behavior is removed
due to a continuous control action, where the
continuity is revealed in figure (9) with a
magnitude lies between +25 N.m after a
period of time not exceed 0.05 second.

(b)
Figure (9) The control action vs. time a) plot
for 1 second b) plot for 0.05 second.

7-Conclusions

The positively invariant set for a second
order affine system that uses a sliding mode
controller has been derived. The size of the
invariant sets are found functions to the
initial condition and consequently to the
controller gain and design parameters. The
derived sets have been used to calculate the
sliding mode controller gain for the servo
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actuator. The simulation results prove the
invariant property of the derived set and the
effectiveness of using them in the calculation
of the sliding mode controller. The ability of
the approximate sliding mode controller, a
continuously and differentiable controller,
has been verified when it used to attenuate
the effect of a nonsmooth disturbances (the
friction) that act on the servo actuator
system. The controller maintains the
maximum error (the difference between the
actual and the desired state) very close to
zero and according to the permissible error
value specified previously.
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Appendix (A)

To design the approximate sliding
mode controller we need, first, to calculate h
as it is given in (6):
f(e) + e,
g(e)
_TL) - jC'd + /1€2|

. 1

min (7)
= max|F| + max|T,| + (maxJ) * max|X ]|
+ A (max]) * max|e,| (A-1)
From the set As, the following bounds are
estimated:
max|e,| = 28 and
max|x| = max|e,| + max|x;| =26 + 1

h = max

-F
ma

The term max|x| enables the calculation

ofmax|F| as follows:
)2

28+1
Xs

max|F| = 1.2 {Fsoe_(
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25+1
Xs

2
+F, <1 - e_( ) ) +0,(26 + 1)}
<1.2(E, +0,(26 + 1))

Where F,,,F.,,and o, are the nominal
friction parameter values also, we multiply
by 1.2 to take into account the uncertainty in
system parameters as assumed previously. In
addition, we have

max|/| = 1.2 * J, and min|J| = 0.8 ],
again J, is the nominal moment of inertia
value and finally the load torque is bounded
by

|TL| < TLmax = 1'2TL0

Therefore, h becomes a function to the slope
of the switching manifold A and the boundary
layer §.

In sliding mode controller design, we
mainly concern in calculating suitable value
for the gain k after a proper selection to the
switching function s(x) (by proper we mean
that the origin is an asymptotically stable
after the state reaches the switching manifold
s(x) = 0). Now, if we set the permissible
error and A as in the following

A=125

€per. = 0.05 deg. = rad,

3600
then from (24), we have

T
6:/1*eper.:m:>|ellgeper.

Accordingly, to find the gain k, we first

compute has follows:

max|F| < 1.2(F, + 0,(26 + 1)) = 20.84
= h=2084+244+0.24+12m+ 0.24

T

and then for g = 1.25, we get
k=a+125%3255=42, a>1
Also, from equation (20), y equal to
144 T
y = Ttanﬁ =141
Finally, the sliding mode controller to the
servo actuator is

13

84 |
Ugpprox . = —?tan (141 = s)

s=(x—%xg)+25%(x —x4) (A-2)
The sliding mode controller will be able to
prevent the state leaving the positively
invariant set As. That means the error
(x —xg4) is less than the permissible limit
that specified earlier.

Appendix (B)
In this case we consider the same desired
position and velocity as in equation (29) with
the following initial condition
x = 0.035 rad, x =0 rad/sec.
= 3(0) = (el,ez) = (0035,0)
Also, consider the same switching function
as in case one (s=-e;+25e;). Then,
accordingly, the invariant set is given by
O ={x€eR?0<s(t) <0.875,le;(t)] <
0.035 (B-1)

In addition we have
le,(t)] < 1.75 = max|x| = max|e,|

+ max|x,;| =2.75rad/sec.

And then we can calculate max|F| as in the
following:

max|F| < 1.2(F, + 2.75xag,) = 22.2
Thus, as in the first case, h is equal to
h=2224+244+0.24+12n
+0.24 * 25 x 1.75 = 44.15
The sliding mode controller gain from
equation (6) is taken equal to
k=45>nh

Finally, the sliding mode controller for the
second case is given by

u = —45 * sgn(s)
s=(x—xz)+25*(x —x3)

If the state initiated inside the positively
invariant set as given in (B-1), the sliding
mode controller will regulate the error state
to the origin irrespective to the uncertainty
and the non-smooth components in the servo
actuator model.

(B-2)
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Abstract

The paper presents the novel application
of Particle Swarm optimization (PSO) for the
optimal tuning of the new PID controller which
is called generalized PID (GPID). In 2009,
Zhao Xiaodong, Li Yonggiang , Xue Anke
proposed generalized PID (GPID) to improve
the time response and control quality of the
traditional PID control algorithm This paper
applies the Particle Swarm Optimization(PSO)
algorithm for GPID controllers. The main goal
is to eliminate the steady state error of the
system and minimize the error performance
index. The method searches the GPID
parameter that realizes the expected step
response of the plant. The expected response is
defined by the overshoot ratio, the rising time,
and the settling time. The numerical result and
the experiment result show the effectiveness of
the proposed tuning method when the results
compared with the Traditional PID Controller.

Keywords: GPID, PID, Particle Swarm
Optimization, Tuning Algorithm.

1- Introduction

Conventional proportional—integral—
derivative (PID) controllers have been well
developed and applied for about half a century,
and are extensively wused for industrial
automation and process control today. The
main reason is due to their simplicity of
operation, ease of design, inexpensive
maintenance, low cost, and effectiveness for
most linear systems. Recently, motivated by the
rapidly developed advanced microelectronics
and digital processors [1,2]. The study of new
generation of PID controllers has drawn
significant attention in recent years
Specifically, Zhao Xiaodong, Li Yangquan
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,Xue Anke propose A generalized PID
algorithm (GPID) is proposed to improve the
time response and control quality of the
traditional PID control algorithm.

The traditional PID controller is a special case
of the generalized PID; this can be shown by
comparing the coefficients of GPID and PID.
GPID can be obtained by adding higher-order
derivative terms in on the form of the
traditional PID [3],the tuning method based on
PSO (Particle Swarm Optimization) has already
been proposed to obtain the optimal PID
parameter. This method has not considered the
step response of constraints (the overshoot
ratio, the rising time, the settling time and so
on). This paper presents a new method that
obtains the PID parameter realizing the
expected step response with the constraints. A
proposed method wusing Particle Swarm
Optimization (PSO) is implemented into the
GPID tuning tool on a personal computer. The
developed tool provides the GPID parameter
that realizes the expected step response of the
plant. The numerical result and the
experimental result show the effectiveness of
the proposed a new GPID parameter tuning
method.

2- Background

2.1- PID Controller

The PID controller is a linear controller. Fig.1
illustrates the core architecture of a PID
controller. The PID controller calculation
(algorithm) involves three separate parameters;
the Proportional, the Integral and Derivative
values. The Proportional value determines the
reaction to the current error, the Integral value
determines the reaction based on the sum of
recent errors, and the Derivative value
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determines the reaction based on the rate at
which the error has been changing. The
weighted sum of these three actions is used to
adjust the process via a control element such as
the position of a control valve or the power
supply of a heating element. The normal PID
controller is in the following form [3]

u(t):kpe(t)+kiIe(t)dt+kdde(t)/dt (D)

Where e(t) = r(t)- y(t) is the error between
reference input and output. By “tuning” the
three constants in the PID controller algorithm,
the controller can provide control action
designed for specific process requirements

2.2- Generalized PID Controller

Based on the study of traditional PID
controller, in 2009 Zhao Xiaodong, Li
Yonggiang , Xue Anke proposed generalized
PID(GPID) by increasing higher order
derivatives terms, In (1), a second order
derivative term of e(t) is added, we can get:

u(t) = kye(t) + k; [e(t)dt + k,de(t) /dt +
k,d%e(t)/ dt?

)

As the physical meaning of the derivative, the
first derivative represents the change speed of
the error, the second derivative represents the
acceleration of the error. In (2), the second
derivative added restrains the acceleration of
the error getting bigger and makes the system's
response more quickly and reduce the
overshoot, increase the stability of the system.
Thus the controller gains better control effect.
However, increasing higher-order derivative
also makes some problems, such as increasing
the time and the difficulty of setting the
parameter and amplifying the noise
interference.

3- Particle Swarm Optimization (PSO)

Optimization algorithms are another area that
has been receiving increased attention in the
past few years by the research community as
well as the industry. An optimization algorithm
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is a numerical method or algorithm for finding
the maxima or the minima of a function
operating with certain constraints [5].

Particle swarm optimization (PSO) is a
relatively recently devised population-based
stochastic global optimization algorithm. PSO
has many similarities with evolutionary
algorithms, and has also proven to have robust
performance over a variety of difficult
optimization problems. However, the original
formulation of PSO requires the search space to
be continuous and the individuals to be
represented as vectors of real numbers [6]

Particle swarm optimization originally
relates to artificial life (A life) in general and
specifically it connects with bird flocking and
fish schooling. The Intelligence in PSO as any
other swarm technique is a collective
intelligence resulting in the collective behaviors
of(unsophisticated) individuals interacting
locally and with their environment causing
coherent functional global patterns to emerge.
Particle Swarm Optimization (PSO) which is
inspired by the social behavior of bird flocking
or fish schooling and Ant Colony Optimization
(ACO) which is inspired by behavior of ants
are the primary computational parts of swarm
intelligence. In 1995, Kennedy and Eberhart
first introduced the particle swarm optimization
(PSO) method as a stochastic, population-based
evolutionary algorithm for problem solving.
The key idea of PSO method is to simulate the
shared behavior happening among the birds
flocks or fish school[7].Particle Swarm
Optimization has more advantages over
Genetic Algorithm as follows:

(). PSO is easier to implement and there are
fewer parameters to adjust.

(b). In PSO, every particle remembers its own
previous best value as well as the
neighborhood best ; therefore, it has a more
effective memory capability than GA. (c).PSO
is more efficient in maintaining the diversity of
the swarm, since all the particles use the
information related to the most successful
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particle in order to improve themselves,
whereas in Genetic algorithm, the worse
solutions are discarded and only the new ones
are saved; (i.e) in GA the population evolves
around a subset of the best individuals[8].

In the PSO algorithm, instead of using
evolutionary operators such as mutation and
crossover, to manipulate algorithms, for a
d-variabled optimization problem, a flock of
particles are put into the d-dimensional search
space with randomly chosen velocities and
positions knowing their best values so far
(Pbest) and the position in the d-dimensional
space. The velocity of each particle, adjusted
according to its own flying experience and the
other particle’s flying experience. For example,
the i th particle is represented as

Xi:(Xiyl, Xi2y Xi3eeennnnn , Xi,d) (3)
in the d-dimensional space. The best previous
position of the i th particle is recorded and
represented as:

Pbest; = (Pbest;; , Pbesti, ,..., Pbestigq) ....(4)
The index of best particle among all of the
particles in the group is d gbesty . The velocity
for particle i1 is represented asvi=(vii, Vi2,
Vigewonn.. , Vid) ...(5)

The modified velocity and position of each
particle can be calculated using the current
velocity and the distance from Pbest; 4 to gbesty
as shown in the following formulas :

v = wyl) +c, *rand() * (pbest ,, — x

,m ,m

+¢, *Rand*(gbest, — x{\})
...(6)

X = xO vl L(T)

[=1,2,...n

M=1,2,.m

Where:

n Number of particles in the group

d dimension

t Pointer of iterations(generations)

v{) Velocity of particle | at iteration t

W Inertia weight factor, ci, c, Acceleration

constant
Rand() Random number between 0 and 1

x{" Current position of particle i at iterations

Pbest; Best previous position of the ith particle
gbest Best particle among all the particles in
the population. Figure 1 show the PSO Steps.

Initial searching points and
velocities are randomly generated

v

Pbest is set to each initial searching
point. The best evaluated values
among Pbest is set to

'

New velocities are calculated
using the equation (6)

'

If Vid(t+1) <Vd min then
Vid(t+1) = Vd min and if
Vid(t+1) l>Vd max
v

New searching points are
calculated using the equation (7)

I

Evaluate the fitness values for new
searching point. If evaluated values of
each agent is better than previous
Pbest then set to Pbest. If the best
Pbest is better than best gbest then set

No

If
maximum
Iteration

Fig. 1 PSO Algorithm

5-PSO based optimal GPID controller
design

This paper describes the application of
PSO to the fine-tuning of the parameters for
GPID controllers. Such a simple but general
approach, having ability for global optimization

and with good robustness, is expected to
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overcome some weakness of conventional
approaches and to be more acceptable for
industrial practices. An improved multi-
objective optimization method for parameter
tuning of GPID controller based on PSO
algorithm is proposed, which consists of the
following two steps:
Step 1: Scheduling PSO for PID Controller
parameters. In this paper, An GPID controller
used PSO Algorithms to find the optimal
parameters of DC Motor speed control system.
The structure of the GPID controller with PSO
algorithms is shown in Fig. 4. In the proposed
PSO method each particle contains four
members K; ,KpKq and Ka. It means that the
search space has four dimension and particles
must ‘fly’ in a four dimensional space.
Step 2: Design of Fitness Function

The most crucial step in applying
optimization problems is to choose the
objective functions that are used to evaluate
fitness of each chromosome To evaluate the
controller performance, there are always
several criterions of control quality are Integral
of Time multiplied by Absolute Error (ITAE),
Integral of Absolute Magnitude of the Error
(IAE), and Integral of the Squared Error (ISE),

[9].

ITAE = jt |e(t) | dt
) 0 ] (8)

ISE = [ (e(t))”dt, IAE = [|e(t) | dt

5.1- Multi-Objective PSO

In this paper to evaluate the controller
performance and get the satisfied transient
dynamic, the fitness function includes the four
main transient performance indices, overshoot,
rise time, settling time and cumulative error.
This lead to using Multi-objective optimization
in order gets the desired response
The First Objective: wiJ;
The Second Obijective: wot,
The third Objective: wso
The Fourth Objective: wiyts
Therefore the fitness function used is designed
as [10]
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J = }Cvl\]l F Wt + W, +W,t,
Where J;is one of the control quality (defined
in eqn(8)), t: is the rise time, o is the maximal
overshoot, ts is the settling time with 5% error
band, are weighting coefficients. One could
adjust all the weighting coefficients in the
fitness function based on the specific requests
such as rapidity, accuracy and stability of the
system. For example if a system with little
overshoot value is required, wswould be
increased appropriately; if a system with fast
dynamic responses is required, then wzwould
be increased appropriately. This research has
picked the weighting coefficients wi, Wy, ws,
and w, to cover all the performance indices
completely.

6-Simulation Results

For the purpose of showing the
effectiveness of the proposed method and the
developed tool, numerical examples and
experimental examples are studied and
simulated using the MATLAB. The DC motor
under study has the following parameters:
The transfer function of DC motor is

o(s) _ Ks
v(s) JLs*+(R,J+BL,)s* +(k.k; +R,B)s

(10)

Where, R=Ra=Armature resistance in ohm,
L=La=Armature inductance in henry =
Va=Armature voltage in volts, eb= e(t)=Back
emf voltage in volts, Kb=back emf constant in
volt/(rad/sec), K= Kr=torque constant in N-
m/Ampere, Tm=torque developed by the motor
in N-m, 8(t)=angular displacement of shaft in
radians, J=moment of inertia of motor and load
in Kg-m2/rad, B=frictional constant of motor
and load in N-m/(rad/sec) .
La=0.3e*h,J=6.52e"°Kg-m?/rad.

Ra=1.71ohm, Kt=0.0445, Kb=.0444volt/(rad/sec),
B=0.5*10"-3 N-m/(rad/sec).
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While The PSO parameters are listed in Table
1. Which used to verify the performance of the
PID-PSO controller parameters.

Table 1. PSO Parameters

PSO Parameters Value
Population size 100
Wmin 0.1
Wnax 0.6
Cl1=C2 15
Iteration 100

The control parameters were tuned and
the simulation results are shown on the
following pages. Table 2 shows the results of
PSO algorithm running. The table shows the
main  objective  function and transient
specifications for tuned GPID and tuned PID.

The PSO Gain tuning algorithm was
used to minimize the absolute of controller total
error as shown in figure. 2.

—Pé Objective i
cso 1 [kikokaks]
Set *)e GPID DC >
Poi

nt

Fig.2Close loop block diagram of a SISO system
with GPID controller.

Table 3 shows the values of the GPID, PID
Controllers parameter at different objective
function.

Figures 3, 4, and 5 shows the response to the
step input signal with desired input (desired
Position) 90 based on different tuning
techniques. It has been found that the
performance of proposed is better than other
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technique in term of time response such settling
time, rise time and over shoot. Notice, from the
step response, that the performance of the
proposed technique is better than the other
techniques in approach to steady state. Finally
from the figures 3, 4 and 5, the response of the
GPID is better than PID in all objective
function. Figure 6 shows the comparison
between PSO and Genetic Algorithm (GA), it
may be said that the PSO algorithm gets better
performance than GA; table 4 shows the results
of this comparison

7- Conclusions

PSO algorithm to tuning the new PID
controller which is called GPID is present in
this paper. The main goal was to eliminate the
steady state error of the system and minimize
the performance index.
The position of a DC Motor drive is controlled
by GPID-PSO controller. Obtained through
simulation of DC motor; the results show that
the proposed controller can perform an efficient
search for the optimal PID controller. This
algorithm successfully tuned the parameters for
the four GPID controller parameters.

By comparison with PID controller, it
shows that the presented method can improve
the dynamic performance of the system in a
better way. The GPID-PSO controller is the
best which presented satisfactory performances
and possesses good robustness (very low
overshoot, minimal rise time, Steady state error
= 0).The optimizing performance of the PSO
algorithm in this application is compared with
those of the GA. The transient response
analysis is used for these comparisons. At the
end of the analysis, the maximum overshoots
and the settling times of the control system
which is optimized with PSO algorithm are
smaller than results of GA algorithm. The
results obtained in this paper may be improved
the control systems that depend on PID by
using GPID.
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Table 2 GPID, PID Parameters after Tuning by PSO
Objective Tuned GPID parameters Tuned PID Parameters
Function K, Ki Kqg Ka K, ‘ K Ky
ISE 0.4203 | 0.0003 | 16.2854 | 0.0001 | 0.0667 | 0.00002 | 14.1347
ITAE 0.0565 | 0.001 5.9621 | 8.6308 | 0.0402 | 0.0002 | 4.5668
IAE 0.0565 | 0.0002 | 5.9621 | 8.6308 | 0.0589 | 0.0001 | 7.6026

Table 3 GPID, PID Response Specifications after Tuning by PSO

Obijective GPID Response PID Response
Function RiseTime | SettlingTime | Overshoot | RiseTime | SettlingTime | Overshoot
ISE 0.0256 0.0557 7.1100e- 0.1497 0.2212 0.8566
006
ITAE 0.1741 0.2821 0.0218 0.2299 0.3660 0.2328

IAE 0.1602 0.2337 1.6574 0.1568 0.2276 1.6425

Response GPID,PID using PSO
} T 7 7 T

100

theta(deg)

i i i i i T T
a 01 02 03 04 05 06 07 08 09 1
time(sec)

Fig. 3 Response based on ISE
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Response GPID,PID using PSO
100 T T T T T

1] SRR A —— L

B0

B0 H

50

theta(deg)

aop-be
0F-

. ] SERR

; :
0f o : { i GPID H
: ——-PID

0 i 1 1 i L i 1 T T
01 02 03 04 05 06 07 08 09 1

time(sec)

Fig. 4 Response based on ITAE

Respanse GPID PID using PSO
T T T T T

theta(deq)

——GPD |
——-PID

i i i i i I T
03 04 05 06 07 08 09 1
time(sec)

Fig. 5 Response based on IAE

Table4. Comparison between PSO and GA

Tuning | Overshoot Settling Rise

Method Time Time
PSO 0.0032 0.0681 0.0143
GA 12.040503 0.1091 0.0298
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Comparison between PSO and Genetic Algorithm

I ‘ I ' I— e (.;PID Tulning BylPSO
; : (?PID Tu:ning By: GA
|- e el ot o
ol O ......... ........ ........ ........ ........ ........ ........ ........
N[ - ........ ........ ........ ........ ........ .........
=1l - ........ ........ ........ ........ ........ ........
20 ........ ........ ......... ........ ........ ......... ........ ........
Bl s bbb
. NN
01 02 03 04 05 06 07 08 08

Fig. 6 Comparison between PSO and GA
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Abstract

Pneumatic servo system has been
applied in many industry fields. The system
has many advantages, such as high speed,
high flexibility and low price. However,
application of the system s restricted
because the physical parameters have strong
nonlinearity, inaccuracy and uncertainty, so
that it is very difficult to find an optimal
controller by means of traditional control
theory. Proportional integral derivative (PID)
control is one of the earlier control strategies;
it has a simple control structure and can be
easy tuned. Optimization of PID controller
parameters is one of the recent control
solutions; especially when the system is of
high complexity. In this paper foraging
strategy has been adopted to optimize the
gains of PID controller for positioning
control of pneumatic system. The foraging
theory is based on the assumption that
animals search for nutrients in a way that
maximize their energy intake per unit time
spent for foraging. The bacterial foraging
algorithm is a nongradient and stochastical
optimization technique; as no need to
measurement and analytical description. In
the work, the optimization model of E. coli
bacterial foraging has been used and the
performance index (cost) is based on Integral
Square Error (ISE) for obtaining sub-optimal
values of controller parameters. Behavior of
bacteria (solutions) over their lifetime has
been simulated and the effect of foraging
parameters on cost function has been studied.

Keywords: E. coli bacterial foraging,
pneumatic actuator, PID controller, position
control.

1. Introduction

Pneumatically actuated drives are used in
widespread  applications ~ of  modern
automation systems mainly for pick-and-
place positioning problems. They can be a
cheaper alternative to electric and hydraulic
systems,  especially  for light load
applications. However, the possibility of
application of pneumatic drives is limited in
practice by the problems regarding to control
these plants. The nonlinear effects of
pneumatic systems caused by the phenomena
associated  with  air  compressibility,
significant friction effects, wide range of air
supply pressure, load variations, etc., make
them difficult to control pneumatic axis
[1,2,3].

Proportional integral derivative (PID)
control is one of the earlier control strategies.
Its early implementation was in pneumatic
devices, followed by vacuum and solid state
analog electronics, before arriving at today’s
digital implementation of microprocessors. It
has a simple control structure which was
understood by plant operators and which they
found relatively easy to tune [4,5,6].

Industrial processes such as pneumatic
systems are subjected to variation in
parameters and parameter perturbations so
that the control system performs poor in
characteristics and even it becomes unstable,
if improper values of the controller tuning
constants are used. Therefore, it becomes
necessary to tune the controller parameters to
synchronize the controller with the controlled
variable, thus allowing the process to be kept
at its desired operating condition and to
achieve good control performance with the
proper choice of tuning constants. Practically
all PID controllers made today are based on
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MICroprocessors. This has given
opportunities to provide additional features
like automatic tuning, gain scheduling, and
continuous adaptation (continuously
updating the parameters of a controller)
[5,6].

The foraging theory is based on the
assumption that animals trying to find and
consumes nutrients in a manner that
maximize energy obtained from nutrient
sources per unit time spent for foraging,
while at the same time minimizing exposure
to risks from predators. If the organism has
a decision-making mechanism (e.g., a brain),
then one can view this mechanism as the
controller and the remainder of organism and
environment as the "plant" (process to be
controlled) [7,8,9,10].

In foraging, animals conduct an
optimization process without use of an
analytical expression for the gradient and
hence, they perform nongradient
optimization for "search”. This is because
that it is impossible for most animals (e.g.,
bacteria) to know the mathematical
expression for how the nutrient concentration
will change as the bacterium makes small
changes in position. This is both because it
does not have the memory to store it, and
also due to the high level of uncertainty
about the environment it lives in (e.g., time-
varying and stochastically effects).

In the present work, the optimization
model of E. coli bacterial foraging has been
analyzed. Then, this model has been
employed for tuning the parameters of PID
controller  for positioning control  of
pneumatic system to account for the system
variation of parameters.

2. Description of E coli bacterium and its
motility behavior

The E. coli bacterium is shown in
Fig.(1). The E. coli bacterium has a control
system that enables it to search for a food
and try to avoid noxious substances [7, 8].

An E. coli bacterium can move in two
different ways: it can "run" (swim for a
period of time) or it can "tumble", and it
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alternates between these two modes of
operation its entire lifetime.

Locomotion is achieved via a set of
relatively rigid flagella that enable it to swim.
If the flagella rotate clockwise, each
flagellum pulls on the cell and the net effect
is that each flagellum operates relatively
independent of the others and so the
bacterium "tumble™ about (i.e., the bacterium
does not have a set direction of movement
and there is little displacement) (See Figure

(1-a)).

plasma membrane

Figure (1) E. coli bacterium [8]

If the flagella moves counterclockwise,
their effects accumulate by forming a
"bundle” and hence, they essentially make a
"composite propeller" and push the bacterium
so that it runs (swims) in one direction (See
Figure (1-a)).

If an E coli is in some substance that is
neutral, in the sense that it does not have a
food or noxious substances, then the flagella
will  simultaneously alternate  between
moving clockwise and counterclockwise so
that the bacterium will alternatively tumble
and run as shown in Fig.(2.b).

Next, suppose that the bacterium happens
to encounter a nutrient gradient as shown in
Fig.(2.c). The change in the concentration of
the nutrient triggers a reaction bacterium will
spend more time swimming and less time
tumbling. As long as it travels on a positive
concentration gradient, it will tend to
lengthen the time it spends swimming (i.e., it
runs farther).

On the other hand, typically if the
bacterium  happens to swim  down
concentration gradient, it will return to its
baseline behavior so that essentially it tries to
search for a way to climb back up the
gradient.
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Counterclockwise
rotation of flagella, swim

Clockwise rotation of /
flagella, tumble

ff Y A ‘\; féf/

(b)

Higher co: ntration

(c)

Figure (2) Motility behavior of E. coli bacterium
(a) Bundling phenomenon of flagella (b)
swimming and tumbling behavior of E. coli
bacterium in a neutral medium (c) there is a
nutrient concentration gradient.

Finally, if the concentration of the
nutrient is constant for the region it is in,
after it has been on a positive gradient for
some time. In this case, the bacterium will
return to the same proportion of swimming
and tumbling as when it was in the neutral
substance so that it returns to its standard
behavior.

3. Modeling of E. coli bacterial foraging
process

To define the model of E. coli bacterial
foraging, one need to define a population
(set) of bacteria, and then model how they
execute chemotaxis, swarming, reproduction,
and elimination/dispersal [7]. A path through
the components of the foraging process is
shown as a flowchart in Fig. (3.a).

3.1 Population and Chemotaxis:

Let j, k and ¢ be the indices for the che-
motactic, reproduction step and elimination
/dispersal event, respectively. Then,

P(j. k. 0)={0"(j.k,0)i=12,...,S} (1)

Represents the positions of each member in
the population of the S bacteria at the j’h
chemotactic step, £ reproduction step, and
¢ elimination-dispersal event. Here, let
J(i, J,k,0) denotes the cost at the location of

the i bacterium ©'(j, &, /) € R?.

Let N. be the length of the lifetime of
the bacteria as measured by the number of
chemotactic steps they take during their life.

Let C(1))>0, i=12,...,S denote the lengths
of steps during runs. To represent a tumble, a
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unit length random direction, say #(j), is

generated; this will be used to define the
direction of movement after a tumble.

0'(j+Lk,0)=0'(j.k,)+CGE) () ()
so that C(i) is the size of the step taken in
the random direction specified by the tumble.

If at 0'(j+1k,0) the cost J(i,j+Lk,0) is
better (lower) than at ©'(j,k,¢), then

another step of size C(i) in this same
direction will be taken, and again, if that step
resulted in a position with a better cost value
than at the previous step, another step is
taken. This swim is continued as long as it
continues to reduce the cost, but only up to a

maximum number of steps, Ng. This
represents that the cell will tend to keep
moving if it is headed in the direction of
increasingly favorable environments. The
flow chart in Fig.(3.b) represents the steps of
chemotactic event.

3.2 Swarming Mechanism
The cell secretes attractants to signal
other cells that they should swarm together.

To model this, let dgsrac: be the depth of the

attractant  released by the cell (a
guantification of how much attractant is

released), Wusracr b€ @ measure of the width
of the attractant signal (a quantification of the
diffusion rate of the chemical). If the
attraction relationship between cell and other
is represented by a Gaussian form, then the
addition of such relation to the nutrient
concentration (cost function) can be given by:

J, _attract (979 i(jik,f)) =

cc

(3)

S .
Z[_ dattract E)q:) <_ Wattract (em - e;n)z )]
i=1

Where m=12,...p and 0=[61,....0:]1 isa

point on the search domain and 9,’;, is the m"

component of the i" bacterium position

The cell also repels a nearby cell in the
sense that it consumes nearby nutrients and it
is not physically possible to have two cells at
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the same location. To model this, let
hrepetien: D€ the height of the repellent effect

(magnitude of its effect) and wy.gperens b€ @

measure of the width of the repellent.
Similarly, if the repelling relationship among
bacteria is of Gaussian form, then the
contribution of such effect to the cost
function is given by

Jcc_repe/ (H,Hi(j,k,f)):

= SZ[hrepellent EXD(— Wrepelient (O — O ) )] (4)

The cell-to-cell attraction and repelling
effects can be combined in one formula

]
o

The swarming effect is added to the cost

function. Therefore, the i bacterium will
hill-climb on

J(i,j .k, 0)+Jec(6,P) (6)

so that the cells will try to find nutrients,
avoid noxious substances, and try to move

towards other cells, but not too close to
them.

S . .
Jee (6, P(j,k.f))=ZJéc (0,0 (j.k,0))

e

1l
=

P .
- dattract exp(_ Wattract Z ( gm - gnl'l )2

m=1

+
e

Il
=

P
iy2
hrepellent EXP[_ Wrepellent Z( 0}71 - em )

m=1

3.3 Reproduction
After N, chemotactic steps a reproduction
step is taken. Let N, be the number of

reproduction steps to be taken. Let S, = S/2

be the number of population members who
had sufficient nutrients so that they will
reproduce (split in two) with no mutation.

For reproduction, the population is sorted in
order of ascending accumulated cost (higher
accumulated cost represents that it did not
get as many nutrients during its lifetime of
foraging and hence, is not as "healthy” and

thus unlikely to reproduce); then S, least

healthy bacteria die and the other S,
healthiest bacteria each split into two
bacteria, which placed at the same location.
This method rewards bacteria that have
encountered a lot of nutrients, and allows us
to keep a constant population size, which is
convenient in coding the algorithm. The
flowchart of Fig.(3.c) shows the steps of
reproduction event .

3.4 Elimination —dispersal event

If Ng is the number of elimination-
dispersal events, each bacterium in the
population is subjected to elimination-

dispersal event with probability peg .

4. Dynamic Model of Pneumatic Actuator

Figure (4) shows the position controlled
pneumatic system used in the simulations.
From Fig.(4), the nonlinear mathematic
model of a pneumatic system can be derived
as [1,3,11].

M53x+Cx+kx=A(P,—F,) @)
VvV, dP, P, dV,

1, = )4 PP P ®)
YRT, dt RT, dt

mn — Vl’l dPI’l + Pn dVl’l (9)
YRT, dt RT, dt

where M is the piston and the load mass, C is
the air damping constant, k is the spring
constant, A is the bore area, P, is the

pressure in chamber p, B, is the pressure in
chamber n, ¥, is the air volume in chamber

p, V, is the air volume in chamber n, ¢ is the

ratio of specific heat, R is the universal gas
constant, T is the operating temperature, 7,

is the mass flow rate into chamber p, and 71,
is the mass flow rate into chamber n.

L Position sensor s
Position Actual position

signal

Z R
%,,,,,,,,,,
¢

Chamber p Chamber n

[
. : =
Bidirectional servo valve I — o

/3) 1t
Patam Ps Patam

Figure (4) Position controlled pneumatic system

u(z)
Control
signal
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Initialize the bacterium number j and the chemotactic step j

Define cost function, variables
i=1 j=1

Select foraging paramters

ol compute J(i,jk 0)]

| Generate initial population |

Add the cell-cell attractant effect
J(, jk,0) =T, jok,0)+ Tec(8 (G, K, 0), P(j, K, 0))

Save the cost value
Jiase = J (i, j .k, 1)

v

Generate a random vector
Aw(i)eRP m=1,..., p|Tumble

Reproduction v
Movement of the bacterium j in the direction of tumble

i i NG)
0'(j+1,k 0)=0"(j k,0)+C(i) ——2— | Move
| Elimination/Dispersal | U )=0 0RO+ JAT (i) AGE)

I Convergence Check |

Swarming

Compute J (7, j+ 1, k, ¢)and add cell-cell attractant effect
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(c) Flow chart of reproduction steps (b) Flow chart of chemotactic steps
Figure (3) (a) Flowchart of foraging process (b) Flowchart of chemotactic steps
(c)Flowchart of reproduction steps

End of chemotactic steps

. AVpo > Ppo 7
. . _ =& 1
To linearize the system, a small deviation Aty YRT, Ay + RT, AV (10)
from an initial equilibrium point is AV. . P '
considered. Assume that at the equilibrium A, = YR;(: AP, + R”; AV, (11)

point, the values of the state variables are
X:01 Pp:Ppoa Pn:Pno, Vp:Vpoa Vn:Vno
Thus, Esq. (7)—(9) can be rewritten as [1]

MAS+C Ai+k Ax= A4 (AP, —AR)  (12)
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Where A denotes the small deviation value.
If the proportional flow control valve is used,
the input valve voltage is proportional to the
airflow rate. Assume that mass flow rate is
identical in both chambers and displacement
of the spool valve is proportional to the valve
voltage. Then relation between the input
voltage deviation and the flow rate deviation
can be written as [1]

A, =K Au , Amy, =—K Au (13)
By simple volume equation,
AV, = AA%, AV, =—AA% (14)

Substitute Egs.(13) and (14) into Egs.(10)
and (11) and rearrange the equations, the
following equations are obtained

. AP,
AP, ey ) A)'c+KyRT

Au (15)

po

YAPF,,

po

yRTAu

AP, = Ax—K (16)

Rearrange Eq. (12), the motion equation then
becomes

st
M

no

C k

(AP, —APn)—ﬁAfc—ﬁAx(l?)

Assume the state variables vector of the form
xs =[AP, AP, Ax Ax], then Egs.(15)—(17)
are then represented in a state-space form,

Xy = As Xs + Bs u } (18)

(_YAPPO/VPO)
(VAPnf/Vno)
_Cm

[N o]

) (—k/M)
(yKRT Vo)
- (yKRT/Vi’IO)
0 L
0

BS:

5. E.coli Bacterial Swarm Foraging for
Tuning PID controller

The structure of foraging-based PID
controller is shown in Fig.(5). Each
bacterium represents a solution of the
problem and hence it consists of three terms:
the first one is the 4, value, the second one
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is the kg value and the third one is k7. Then
the Bacterium vector is given Dby:

Bacterium= [ %, kq kr].

It must be noted here that the range of
each gain must be specified, 1i.e.,
kpminﬁkp Skpmax ) kamin < kg Skdmax,
klmin Skl Sklmax

The most crucial step in applying forging
is to choose the objective functions that are
used to evaluate the cost of each bacterium.
Some works use performance indices as the
objective functions. Other works uses mean
of the Squared Error (MSE), Integral of Time
multiplied by Absolute Error (ITAE), Integral
of Absolute Magnitude of the Error (IAE),
and Integral of the Squared Error (ISE). In
this work, ISE is used to minimize the error
signal [12].

Foraging strategy starts with an initial
population containing a number of bacteria
where each one represents a solution of the
problem which performance is evaluated by a
cost function. The cost is evaluated after
setting the values of controller elements from
foraging process, then determining the
instantaneous error of the closed-loop
behavior. The cost value for a specified
solution is the obtained by summing all the
squared values of error over the settling time
of system behaviour

Tuning
based on
Forging

TR

PID
Controller

=

u Pneumatic

actuator

r
Required
position

> Y
Actual
position

Control
signal

Figure (5) Block diagram of forging-based
Tuning of PID controller

During the search process, the foraging looks
for the optimal setting of the PID position
controller gains which minimizes the cost
function. This function is considered as the
evolution criteria for the foraging process.
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6. Results

The parameters of foraging process used
in the simulated results are listed in Table (2)
(see the Appendix). The simulated results
have been executed in Matlab package
(R2008b) and the numerical solver of
pneumatic system of equations is based on
fourth-order Runge_Kutta with step size of
le-4 sec.

It is worth to note that each bacterium (at
every chemotactic step) carries the solution

of the three controller terms (X, , Kgand K;

). Figure (6) shows the behaviors of bacteria
solution (values of controller terms) with
respect to chemotactic steps. One can see
that these solutions are dispersed in the
search domain at the first generation and
then they converge to a specified region of
values at the end of foraging events.
Unfortunately, the solutions of all bacteria
finally settle at two minimum regions.
Actually, this could be attributed to low
value of chemotactic steps (Nc=20); as the
problem does not have sufficient chemotactic
steps to find a global minimum. If the
chemotactic steps have been increased to
(Nc=50), all solutions could be reached to a
region of global minimum. This is evident in
Fig.(7).

Figures (6) and (7) also show the behavior
of average cost with respect to chemotactic
step. At each chemotactic step, the cost of
each bacterium is calculated based on ISE
criterion and then the average of all bacteria
costs is taken. At every generation and the
end of all chemotactic steps, S-solutions of
controller terms are available to the
controller. Therefore, one can obtain S-plots
of closed-loop responses at each generation.
At the end of all events, the S-final solutions
would give the best values of controller
parameters. Applying these final settings to
controller parameters, refined S-plots of the
closed-response could be obtained. One can
see how well the closed-loop response could
be improved over the generations of bacteria
lives using this foraging process.
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Figure (8) shows the behaviors of average
cost variation as changing the probability
value of elimination/dispersal  event

occurrence (Py=0.1, 0.3, 0.4, 0.5 and 0.6).
The best average cost happens with F,;=0.1

and the worse one is found with F,;=0.6.
One can argue that increasing the probability
of elimination/dispersal occurrence would
increase the probability of missing the best
solutions with low costs and then those with
high cost might dominate.

In Fig.(9), the reproduction number has

been changed in steps N,.=2,3 and 6. Of
course, the result in figure is expected as the
increasing  of  reproduction  number
occurrences would permit the population to
attain newer best solutions (solutions with
lower cost) and reject the worse ones. In
other words, as the number of reproduction
occurrences has been increased the promotion
of best bacteria can be obtained.

Fixing the probability of elimination-
/dispersal at low value (F;=0.25) and
increase the number of such event repetitions
would permit a few solutions to leave the
region of swarming and try to search a newer
region at which the cost might be lower
(regions with  high  concentration of
nutrients). If happens that such few solution
find a lower cost region, then the whole
bacteria (solutions) would jump at this new
tract.

It is seen from Fig.(10) that increasing the
number of elimination/dispersal occurrence
would improve the solutions toward a lower
cost levels.

Figure (11) shows that lengthening the
time interval of bacteria searching (when they
are on the gradient) at every chemotactic step
has an adverse effect on the average cost.
Three values of swim length have been

chosen (N =8, 6 and 5). It is clear from the

figure that Ng=5 won the best setting that
gives the minimum cost average. One can
argue that the relation between the cost
function and the swim length is dependent on
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the considered application. In the present
situation, it is expected that the valley of
global minimum is of steep edges such that
long swim would tend to lead the solution
out of the valley minimum; i.e., swimming
through its minimum without stopping.

In Fig. (12), the chemotactic steps (per

bacteria life time) has been changed at N,
=25, 50 and 75. For the considered
pneumatic problem, it is found that setting

N.=50 show the lowest average cost

behavior. Therefore, N.=50 has been set for
all simulations.

7. Conclusion

Based on the above simulated results, the

following points could be highlighted:

1. The E. coli optimization model could
successively find the sub-optimal values
of PID controller which gives the best
responses for the pneumatic position
control.

2. Increasing the number of chemotactic
steps would increase the time required for
searching the global minimum. This of
course would grant the optimization
method a higher chance to lump their
solutions at a global minimum.

3. The selection of the probability value of
elimination/dispersal event occurrence is
problem dependent. In the present
pneumatic system, the reaching to the
global solution requires a low probability
value of this event. Higher value could
throw the best solutions away from global
minimum and leads to instability
problems. However, different system may
require different setting of this value.

4. Increasing the reproduction number would
enhance the cost measure; as the foraging
process could catch new best solutions and
repel the worst ones.

5. Increasing the number of
elimination/dispersal occurrence would
improve the solutions toward a lower cost
levels.
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Figure (6) (a) behavior of cost function, (b) position time responses, (c, d, ) behaviors of
the PID controller elements over life time of bacteria behavior

6. Increasing the length of chemotactic steps d
may have an adverse effect on finding the b
global solution. The lengthy time may
lead the solution to a region beyond the
best one and then the global minimum
would be lost. Therefore, the setting of
this value is problem dependent and it
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epends on the system complexity and
ehavior near a global minimum.
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Figure (7) (a) behavior of cost function, (b) position time responses, (c, d, €) behaviors of
the PID controller elements over life time of bacteria behavior
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[2]

Figure (12) Change the number of chemotactic steps
(per bacteria lifetime)
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Table (2): Foraging parameters used in simulations
Parameter Definition Fig.6 |Fig. 7 |Fig. 8 | Fig.9| Fig.10 |Fig.11 |Fig. 12

Number of bacteria in the population (S) 20 20 20 40 40 40 40
The length of swim (Ns) 4 4 4 4 4 Var. 4
Number of reproduction steps (Nre) 4 4 4 4 Var. 4 4
Number of chemotactic step (Nc) 20 50 Var. | 50 50 50 50
Number of elimination/dispersal events (Ned) | 2 2 2 Var. | 2 2 2
Number of bacteria splits per generation (Sr) 10 10 10 20 20 20 20
Probability of dispersal occurrence (Ped) 0.25 | 025 | 0.25] 0.25 | 0.25 0.25 Var.
Height of repellent effect (hrep_) 01| 01 0.1 01| 01 0.1 0.1
Width of repellent effect (Wrgp.) 10 10 10 10 10 10 10
Width of attractant effect (wa,,,_) 0.2 0.2 0.2 0.2 0.2 0.2 0.2
Width of attractant effect (d ) 0.1 0.1 0.1 0.1 0.1 0.1 0.1
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Abstract

A Tuning Model Reference Adaptive
Controller (TMRAC) for a synchronous
generator is presented in this paper. The
controller performs the function of terminal
voltage of the machine. The proposed
controller is used to overcome the problems
of nonlinearities and parametric uncertainties
for Synchronous Generator (SG). The results
verify improved performance of TMRAC
comparing to conventional Automatic
Voltage Regulator (AVR) under various
operating conditions.

Keyword: Mode Reference Adaptive
Controller, synchronous generator,
Automatic Voltage Regulator (AVR)

1. Introduction

Synchronous generators are responsible for
the bulk of the electrical power generated in
the world today. The voltage stability and
power quality of the electrical system depend
on proper operation of AVR. Synchronous
generator excitation control is one of the
most important measures to enhance power
system stability and to guarantee the quality
of electrical power it provides. The main
control function of the excitation system is to
regulate the generator terminal voltage which
is accomplished by adjusting the field
voltage with respect to the variation of the
terminal voltage [1]. Synchronous Generator
in a power system is a non-linear and fast
acting which are continuously subjected to
load variations [2,3]. Nowadays, Design
technology of AVR is being broadly
improved. Nonlinearities and parametric
uncertainties are unavoidable problem faced
in controlling the output voltage of SG when
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working alone or with others. Fig (1) shows a
block diagram of SG and AVR system [4].

Conventional linear controllers for the
synchronous generator consist of the AVR to
maintain constant terminal voltage and the
turbine governor to maintain constant speed
and power at some set point. They are
designed to control, in some optimal fashion,
the generator around one particular operating
point; and at any other point the generator’s
damping performance is degraded [5].

A number of new control theories and
methods have been introduced to design high
performance excitation controllers to deal
with the problem of transient stability for
nonlinear synchronous generator models.
Among them the Lyapunov method, singular
perturbation methods, feedback linearization
and sliding mode control, linear optimal
control, the adaptive control method
associated with neuro technique, the fuzzy
logic control theory [2,6].

The proposed controller in this paper is
TMRAC [7]. It is used to design an AVR for
a non-linear and fast acting synchronous
generators which is subjected to continuously
load variations. the controller parameter
tuned according to their effect on the rise
time, peak over shoot and steady state
response where each parameter is examined
separately and Parameter are adjusted to
overcome their drift. The voltage stability is
obtained even though the plant mathematical
model is unknown.
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Mechanical diodes
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Fig (1) Block diagram of a synchronous
generator and AVR

2. Model Reference Adaptive Controller
(MRAC)

The MRAS is one of the main approaches to
adaptive control. The desired performance
can be expressed in term of a reference
model. The system consists of two loops. An
inner loop, which is an ordinary feedback
loop, composed of the plant and the
regulator. The parameters of the regulator are
adjusted by the outer loop in such away that
the error between the plant output and the
model output becomes small. The outer loop
is thus also a regulator loop. The problem is
to determine the adjustment mechanism
which brings the error to zero for all
command signals. The block diagram of the
MRAC is shown in Figure (2).

A single-input single-output system, which
may be either a continuous time or a discrete
time model, is given by[8]

y(t)=% u(t) @

p

where deg(Ap)z deg(Bp)

Where u is the control signal and y is the
output signal. The symbols A and B

denote polynomials in differential operator.
The polynomial A assumed to be monic

¥
R

Ldaptation
mechanism

L

* Eegulator

Figure (2) Block Diagram of MRAC [8]

(the first coefficient is unity). The regulator
can be found according to the relation
between command signal u, and the desired

output signal y_ as

yma):% 0L @)

A general linear control law is
Ru=Tu-Gy (3

Where R, T and G are polynomials.
Figure (3) shows the regulator block
diagram.
| i plant
|
! I
u, i r 1 N i Y,
| ¥ Rl 114
i ! !
| i |
| |
i G —
i Regulator |

Figure (3): Regulator Block Diagram

A, R+B, G=B" A A, (4)
where A is the desired model poles, A, is
the observer poles ( they must have faster
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response than the desired poles) and B™ is
the cancelled zeros (it is used to cancel the
effect of plant zeros). Observer poles are
added to become possible to obtain

R and G from equation (4). The polynomial
T can be found from the following equation

T =AB, /b, (5)

P=RP, =AA (6)
where P, is a stable monic polynomial of the

same degree as R
The filter error can be introduced as

e, =%<y_ym> (7)

Filtered error in term of regression vector can
be written as

b
e, = Q (iu +o THOJ (8)

AA P
where Q is a polynomial whose degree is not
greater than A A degree, ¢ is the
regression vector and 6° is the true regulator
parameters.
The feedback control law is
u=-0"(Py) C)

where @ is the actual regulator parameter.
Using this control law, it follows from
eq.(8) that that the

Introduce the signals ¢ and p, defined by

¢= —(%u +o 9} (10)
b,Q

=e, 11

H=Brta A € 11)

where x is the augmented error and ¢ is the

error augmentation. The Gradient Rule that
used for updating parameters is

do 02)

dt =V QU

where vy is the adaptation gain. Figure (4)
shows a block diagram of a model reference
adaptive controller. the controller is designed
using Matlab/Simulink, the reference model
is a second order and the input signal is a unit
step signal. The plant of synchronous
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generator model with saturation
lineartyis taken from Matlab toolbox.

non-

Model

T ¥
'F’_S'

WER)u

Figure (4): the block diagram of a MRAS for
SISO system

3. The Synchronous Generator Model
(Plant)

the synchronous generator terminal voltage
under faulted condition has been shown that
the dynamic response of SG in a practical
power system when a fault occurs is very
complicated including many nonlinearities
such as the magnetic saturation. However,
the classical third order dynamic generator
model has been commonly wused for
designing the excitation controller. This third
order model can be shown in [3]. The
MATLAB/SIMULINK toolbox synchronous
generator model takes into account the
dynamics of the stator, field, and damper
windings. The equivalent circuit of the model
is represented in the rotor reference frame
(qgd frame). AIll rotor parameters and
electrical quantities are viewed from the
stator. They are identified by primed
variables. The subscripts used are defined as
follows:

d,q: d and g axis quantity

R,s: Rotor and stator quantity
I,m: Leakage and magnetizing
inductance

fk: Field and damper winding
quantity
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The electrical model of the machine is

) d
V, = Rl +a§0d — Wr Py (13)
Where @g =Lgig + Ly (i +iy) and
@, =Ly i, +L

mq qu

) d
Vo =R+ ot ey (g
V., =R, i, + d o,
= — 15

fd falia ™ Gy Pro (15)
Where @ =Ly + L1y +ig)

. oo d .
Via = Ral + P (16)

dt

Where wl;d = ledil;d + L (i +i'fd)

. A d .
qul — qullkql + a¢kq1 17)
Where ¢Il<q1 = L'kqlil;ql + Linglg
qu2 = quziqu +a¢kq2 (18)
Where ¢|'(q2 = L'quil;qZ o+ Lmqiq

The saturation non linearity can be added to
the synchronous generator model by activate
the saturation of field current in MATLAB /
Simulink program.

4. Determination of Controller Parameters
For the plant has exact mathematical model
the controller parameters can be obtained
directly by applying equations 4 and 5. But
the controller parameters for Synchronous
Generator which has nonlinearities and
parametric uncertainties can not found
directly from equations 4 and 5. The
parameters of regulator can be determined as
follows

(1) Set all parameters of the regulator

and adaptation gain (y) to zero.
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(2) Applying test signal to the system
(plant and the controller) and observe
the response.

(3) Set an arbitrary value for last
coefficient for polynomial T(s) of the
regulator parameters then record its
effect on the response, change its
value until good results obtained.

(4) Repeat step 3 for other coefficients of
polynomial T(s) consequently until
the first coefficient.

(5) Repeat step 3 and 4 for polynomial
R(s) and G(s) consequently.

5. Simulation and Results

The AVR for SG with saturation
effect of exciter is designed and implemented
using the conventional PID and TMRAC
which are shown in figures (5 and 6)
respectively, and the parameter for SG used
in the simulation are shown in table (1).
The study of the regulator parameters

T(s)=t,s* +t,s+t, ,
R(s)=s+r

G(s) =0,8° + 0,5+,

and

effect on the transient and steady state
response of SG with zero adaptation gain

can be done by applying Simulink program

shown in figure(6).

t,:  Increase the value of this parameter
will tend to decrease the rise time
and increase the steady state level
as shown in figure (7). Figure (7)
shows the responses of different
values of parameter t, with the
present of exciter saturation (upper
limit=2 & lower limit=0) and all the
other parameters of regulator are set
to zero value.

Increase the value of this parameter
will tend to decrease the steady
state level as shown in figure (8).
Figure (8) shows the responses of
different values of parameter g,with
the present of exciter saturation

02
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(upper limit=2 & lower limit=0),
parameter t,=1000 and all other the
parameters of regulator are set to
zero value.

Increase the value of this parameter
will tend to decrease the overshoot
as shown in figure (9). Figure (9)
shows the responses of different
values of parameter g; with the
present of exciter saturation (upper
limit=2 & lower limit=0), parameter
t,=1000, parameter g,=900, and all
the other parameter of regulator are
set to zero value.

01

From this study we observed the rest
controller parameters (ty, to, r1, and go) have
no a valuable effect on the response. So they
are not tuned and set to zero.

When the TMRAC examined with unit step
input, second order reference model (0.7
damping ratio and 4 rad/second natural
frequency), and exciter saturation (upper
limit =2 &Ilower limit=0). The obtained
results for different loads (heavy=1.9MVA,
medium=1MVA, light=.1MVA) are
according to the following cases:-

Case one with regulator parameters (t,=1000,
0.=900, g:=250, and t;=ty=r;=go=0) and no
adaptation (adaptation gain equal to zero) the
obtained responses are depicted in figure
(10), which shows good response only with
medium load.

Case two with the same setting of regulator
parameters as in case one and adaptation for
dominant parameter g, (adaptation gain (y)
for parameter @g,=120 and the other
parameters adaptation gain sated to zero).
The obtained responses are shown in figure
(11), which shows good responses for
different loads. The adaptations of parameter
g, for different loads are depicted in figure
(12). It is clear from figure (12) the
adaptation time approximately four second.

The conventional PID controller responses
with same exciter saturation and loads are
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shown in figure (13). The used gains for PID
controller are (proportional =5, integral =4,
derivative =0.001). Figure (13) shows high
over shoot and large settling time compared
with TMRAC for different loads.

Table (1) parameter of SG from Matlab R2008a

Rated Power KVA
Rated voltage  V(L-L)
Rated frequency HZ
stator resistance  pu
Stator inductance pu
Quadrature mutual ind.pu
direct mutual ind.pu
Field resistance pu
Field inductance  pu
Damper resistance pu
Damper inductance pu
Inertia coefficient pu

2000
400
50
.0095
0.05
1.51
2.06
.001971
.3418
.2013
2.139
0.3072

<Stator woltage wq (puls o
>
|-

B

<Stator woltage wd (puj> =
C

Three-Phase
Parallel RLC Loadl

Continuous

powergui

m

4, @

&

g @—a

o= a

Synchronous Machine
pu Fundamental

Senzor
1
O01=+1

Figure(5) PID simulink program for SG with
exciter saturation
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Figure (6): Simulink program of TMRAC for g2 and t2=1000
SG & saturation

T =2 T [rmmm e
L e e 1.2 I _______ II _______ III
e A e B e e
B T . Y SO JR e e A S z , E
=2 , , , , ; B e Al thinlsnbiah sl ;
T | E | ——g1=0
E - : - ' ' ' T 0B ARRREEEE penee el ——— g1=100 [
E 06 E . : | gt=200|
- ; : : . : = R e ARl i SR g1=300
I 1 S af CRETEEEEEEELE t2=50 ,
: : : t2=100 1ie] B A T beeons I booees P |
0.2 F-Aed i t2=200 .
’ ] ] 21000 | ; a Z Z E Z : ;
oo ” = - p : : 0 1 23 4 5 B
Titne (second) Time (second)
Figure (7): TMRAC response for t2 Figure (9): TMRAC responses for parameter
parameter when other parameters are zero 01, g2=900 and t2=1000

39



ECCCM 2011, January 30 - 31, 2011 University of Technology

Control and Systems Engineering Department Baghdad-Iraq
LI T e R e pemmen- - , 1000 p=-see- L poesesese T preseese T !
s St S RNy o

3 . : ; : : : L - H— S A — SR S '

= T e . . | 3 ! ! ' '

ii] : ; ; ; ' 'EJ' : | | 1

e e e e e I |- s i

g . ! ! ! ! g 000 e oaseses |

x ] . | @ SR S

g 0B --- 'E """"" i’ """" 'E“ ||gfht load . ‘: 5 _||ght laad

T ! ! v | —reference model | g ! ! ! — et Isad

E bt I NO . . ! 2ol N mediurm loa

2 — — medium load 5 il —— beay oot
02 demmneeees benoees 4--| = heavy load ! | | 1 . . .
] i i i i i i A : : ‘ : : |

0 1 2 3 4 5 B I 23 4 5 b
Time (second) Time (second)

Figure (10): TMRAC response for different Figure (12): the adaptation of parameter g2
loads and adaptation gain=0 (no adaptation)  for different loads

S 14 .
| | ' ' | ' -
L IO S Rt S S 12| N
E 1 ) : E I E 1 FII -#;‘; formees —
2 AR 2 -
] T i = (08 f
E ! L ! S |
T 06 { —— light load -4 £ Us — — light load
E ! Reference model | E 710 N rrediom load
2 04t medium load |- s input signal
ol _heaload | 02 heavy load
IR o ..
DD 1 5 3 d 5 E 0 2 4 B 3 10
, Time {second)
Time [second)
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6. Conclusions
The design parameters of adaptive control

have

been investigated via several

simulations. The results of this study can be
summarized as follows:

1.

With the novel approach, asymptotically
stable response is achieved even though
the plant with unknown dynamic
equations of physical system.

The regulator parameters can be tuned
without adaptation (adaptation gain =0)
until the response approximately reach
the reference model.

After adaptation mechanism works, the
response will be very close to the
reference model.

Only the dominant regulator parameters
can be used.

The adaptation mechanism can be used
for only one parameter.

The implementation of TMRAC used in
this work is simple because of reduction
in regulator parameters and the number
of dominant  parameters  having
adaptation.

The TMRAC has better response than
conventional PID controller for the
different loads.

The contributions obtained from this
work are the adaptation mechanism for
only one parameter and only the
dominant regulator parameters can be
used in the TMRAC.
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Abstract

This paper discusses the transient
voltage stability of a synchronous generator
at its bus in a power system with a detailed
transient modeling for the generator after
being subjected to a three phase fault, and
designed a Takagi-Sugeno first order fuzzy
logic controller with center of area
defuzzification algorithm as a fuzzy logic
controller based exciter to stabilize the
terminal voltage and to damp its oscillations
so to keep the generator under balanced
working conditions. The proposed exciter
can be easily modified by changing the
steady state field voltage value to be applied
to any other synchronous generator. This
paper also used the integral of square error as
an indicator of the terminal voltage stability
and monitors all of the generator variables
specially the rotor angle to see whether the
generator will maintain synchronism or not
after the occurrence of the fault.
Keywords: Voltage stability, Fuzzy
controller, Exciter, Integral of square error.

List of symbols:

dV.,.. Change in error voltage.

Ef The field excitation voltage on the

stator side.

E, E,The stator voltages behind the
transient reactances.

[fabe]l Any three phase (AC) quantities.

[fqa0] The equivalent two phase (DC)

quantities.
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H Inertia constant.

iq,iq The stator windings currents.

y) Flux linkage.

mmf Magneto-motive force.

T The stator winding resistance.

Te, X, The external line resistance and
reactance respectively.

T,.c The rotor accelerating torque.

T.m The electro-mechanical torque

developed.

T, ecn The input mechanical torque.

T;,,, , T, Transient time constants, which
represent the change in the field
currents in response to a change in the
excitation voltage.

[quo (0)] The Park’s transformation matrix

with respect to angle(8).
Error voltage.

V7, Infinite bus voltages referred to the

rotor synchronously rotating frame.

V3; Infinite bus voltages referred to the

stator synchronously rotating frame.
wp,  The base electrical angular frequency.

X4, X4 The synchronous steady state
reactences.

x;, ,x; The synchronous transient reactences.

6 Rotor angle.

Verr

T
qt’

s.
qt’

List of abbreviations:

COA Center of area.
FLC Fuzzy logic controller.
ISE Integral of square error
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1. Introduction: I
Voltage stability refers to the ability of a Infinite Te JXe <
power system to maintain steady voltages at  gys
all buses in the system under normal ~
;i o . - Synch. Gen.
operating conditions and after being 3-Phase fault

subjected to a disturbance from a given initial
operating condition. According to the time
frame of interest there are two main types of
voltage instability that the power system may
suffer during its operation which are long
term voltage instability and transient or short
term voltage instability [1].

The long term voltage instability caused by
the inability of the power system to meet the
demand for reactive power which will lead to
voltage collapse in one or more buses, while
the transient voltage instability occurs after
the system being subjected to a disturbance
followed by either slow or inappropriate
control action from the controlling device
which will lead to oscillations in the voltage
and therefore oscillation in the active,
reactive power and the rotor angle and as a
subsequence loose of synchronism; in other
words improving the transient voltage
stability will also improve the rotor angle
stability [2] [3].

The controller which will be discussed in this
paper is the field windings exciter of a
synchronous generator, because it is directly
control the voltage magnitude and the
reactive power injected to the system by the
generator which is the primary source of
reactive power in the system and to great
extent responsible for maintaining a good
voltage profile across the power system [4].

2. Synchronous machine transient
modeling:

The case study system is shown in fig. 1

below which consists of one synchronous

generator connected to an infinite bus by a

short transmission line with r, and x,.
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Fig. 1 Synchronous generator connected to
infinite bus.

The Park’s transformation or gqdo
transformation would be used to model the
synchronous generator for two main reasons
firstly to isolate the voltage control from the
torque control and secondly is for sake of
simplicity and reduction of calculations
because it converts the three phase AC
quantities into two phase DC equivalent
quantities. The Park’s transformation consists
of two imaginary axes, the one to the north
pole is the direct or d — axis, the quadrature
or g — axis is defined in the direction 90
electrical degrees ahead of the direct axis.
The field mmf will be along the d — axis,
and the stator internal voltage, dA,¢/dt will
be along the q —axis. And it should be
mentioned that the damping winding is not
effectiveduring the transient time interval
therefore it won’t be mentioned and also the
changes in the stator gd flux linkages will be
neglected [5]; also the transient of x,
reactance will be ignored in equations 5.B,
D, eq., 6 and 8.B because its time constant is
relatively small compared tox, transient time
constant, as an example for the simulated
machine(T,, = 7.9 sec.)  while (T, =
0.41 sec.; in which these times represent the
effective time for each reactance [6].

The Park’s transformation matrix and its
inverse are shown below:

[quo(e)]
cos0 cos 0_2_11 cos| 0+
[roso cos(0-) eos(

5|

2 21 21
=Zsi in(0 -2\ si Y @aa
3 sin@ sm(e 3) sm(6+ 3) (1.A)
1 1 1
l 2 2 2 J
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[T do(e)]_l dE 1 , ,
q cos @ sin@ 1 d_td =7 [(xg — %¢)iq — Ed] (4.B)
. 21 q0
| (9__) Sm<0_?) 1|(1.B)
l 0+2 _ sin (0 n 2_") 1 Thus the stator windings currents will be:
3
= — Vi —E,
And they can be used to change the ‘a=p,[~Cs¥7(Vii—Eq)
quantities from three phase to two phase — (g + %)V — Ep)| (5.A)
representation and vice versa by using the =Lt v —E
following equations: ta =, 1(xa + xe) (Vi = Eo) ,
+ (rs + re)(Vri —E ) 5.B
[£qa0] = [Tqao(8)] * [fapcl (2.A) ai ~ Eq)] (5.B)
- Where
[fabc] = [quo(e)] ! * [fqu] (Z-B)

Using the above equation (2) the infinite bus
voltages will be referred to gqdo axes of the
stator synchronously rotating frame, then
they will be transformed from the
synchronously rotating frame of the stator to
the one of the rotor by using the following

equation (3):
Vai| [cosa Vai
Zi B siné dl

The synchronously rotating frame on the
rotor will be the reference frame and all the
variables will be transformed to it and
calculated according to this assumption, and
all the rotor quantities will be referred to the
stator side by using the appropriate turns
ratio [5].By definition, the frequency of the
infinite bus is constant at the synchronous
value. With only one machine, it will be
convenient for calculation purposes to select
the phasor of the infinite bus voltage as the
reference phasor and also the g — axis of the
synchronously rotating reference frame. With
this choice of synchronously rotating
reference frame, Vj;in the above equation
will be identically zero.

The voltage behind the transient reactance
(speed voltage) will be:

—sin 6]
cosé

©)

. 1 . ,
—1_ 7 [Ef — (xqg — x)iq — E,] (4.A)
do
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D,=(rs+1)rs+1e)+ (x,+ x,)(xg + %)

The electro-mechanical torque developed
equation is:

Tem = Eqigq + Egig + igig(x, — x,) (6)
While the rotor accelerating torque equation
will be:

Toce = Timech + Tem — Slip * Damp. Factor  (7)

Where
. 1
Sllp = ﬁj Taccdt

Then the qd — axescomponents of the
terminal voltage will be:

Ve = Eq — iy — X4ig (8.A)

Vae = Eq — i + x4, (8.B)

Finally the terminal voltage, current, active
and reactive power, and delta equations are:

Vel = V¢21t + Vét ©)
0= iz +3 (10)
Q =Vglqg —Varlig (12)
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6= waSlipdt (13)

3. Fuzzy Based proposed exciter:

The real problem which will face any
researcher in this specific topic is the high
non-linearity of the synchronous generator
dynamics [7].Some studies concerning FLC
applications in excitation controller design
using fuzzy set theory have been developed
before [7], [8], [9] & [10].

3.1. Fuzzy logic controller structure:

In conventional control, the amount of
control is determined in relation to a number
of data inputs using a set of equations to
express the entire control process. Expressing
human experience in the form of a
mathematical formula is a very difficult task,
if not an impossible one. Fuzzy logic
provides a simple tool to interpret this
experience into reality. FLCs are rule-based
controllers. The structure of the FLC
resembles that of a knowledge-based
controller except that the FLC utilizes the
principles of fuzzy set theory in its data
representation and its logic [11]. The basic
configuration of the FLC can be simply
represented in four parts, as shown in fig. 2

Knowledge Base
Rul Base
Crisp Fuzzy Fuzzy Crisp
»  Fuzzifier » Inference Engine P Defuzzifier >
Controller L [— Controller
Inputs Outputs
Fuzzy Logic Controller

Fig. 2 Schematic diagram of the FLC [11].

Fuzzification module, the functions of
which are, first, to read, measure, and scale
the control variable (e.g. voltage, current)
and, second, to transform the measured
numerical values to the corresponding
linguistic (fuzzy) variables with appropriate
membership values.

Knowledge base,

definitions of the

which includes the
fuzzy membership

45

functions defined for each control variable
and the necessary rules that specify the
control goals using linguistic variables.
Inference mechanism, which is the kernel of
the FLC. It should be capable of simulating
human decision making and influencing the
control actions based on fuzzy logic.
Defuzzification module, which converts the
inferred decision from the linguistic variables
back to numerical values.

3.2. Fuzzy Based proposed exciter design:

There are mainly two types of FLC, Takagi-
Sugeno FLC and Mamdani FLC, The
Mamdani FLC used mainly for diagnosing,
planning and for offline or slow speed
systems because it involves the computation
of a two dimensional shape by summing of
the output memberships, which is a time
consuming calculation; while the Takagi-
Sugeno FLC ignores the output fuzziness and
consider each output membership as a
constant (singleton) resulting in a faster
response of the system which makes the
Takagi-Sugeno FLC superior on the
Mamdani in the fast systems applications.
Many researches showed that the structure of
the Takagi-Sugeno FLC is more robust in the
presence of noisy input data. Furthermore,
when the sensitivity of both Takagi-Sugeno
and Mamdani systems tested it would be
observed that the Takagi-Sugeno FLC is
more sensitive in areas where there is
significant  imprecision in the input
representation, i.e. when the fuzzy sets
overlap, and this point is very helpful in
designing a FLC with relatively wide range
of the input signal [12].

In order to keep the controller acting for the
current and the upcoming instance the
controller shall not ignore any gradient of the
input variables and therefore the controller
shall use COA defuzzification algorithm; it is
the must used method although its
computational complexity is relatively high
[13]. The input and the output variables
memberships are shown in fig. 3 below:
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Fig. 3.a Error voltaaémn(verr) memberships
(trigonometric).

zE0V psbv prbv

Fig. 3.b Chénge in érror volfage (dl/;rr)
memberships (trigonometric).

NBU
1

NMU NSU ZEU PsuU PMU PBU

0.5}

ok

-4.609 -2.359 -1.109 2.641 7.641 8.891 11.12

Fig. 3.c Field voltage (E; )memberships
(singleton).

Fig. 3 shows the input and the output
variables memberships of the controller.
Where: NB-Negative Big, NM-Negative

Medium, NS-Negative Small, ZE-Zero, PS-
Positive Small, PM-Positive Medium, and
PB-Positive Big.

The fuzzy rules used in this controller are
Takagi-Sugeno first order rules and they are
given in table 1 below:

Table 1 the proposed FLC Rule Base.

V.,
PBDV PMDV PSDV ZEDV NSDV NMDV NBDV
Ve,
PBV PBU PBU PBU PBU PMU PSU ZEU
PMV PBU PBU PMU PMU PSU ZEU NSU
PSV PBU PMU PMU PSU ZEU NSU NMU
ZEV PMU PMU PSU ZEU NSU NMU NMU
NSV PMU PSU ZEU NSU NMU NMU NBU
NMV PSU ZEU NSU NMU NMU NBU NBU
NB ZE NS NM NB NB NB NB

The rules uses only the fuzzy (And) operator
between the input variables memberships
which are (Error Voltage) and (Change in
Error Voltage) (shown in the clear cells) to
form the incident and the output
memberships (shown in the shaded cells) as
the consequence [11]. The control surface of
the proposed FLC based exciter is shown in
fig.4.
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For each instant the proposed FLC based
exciter will act according to the flowchart
shown in fig. 5.

dierr

Werr

Fig. 4 The control surface of the proposed
FLC based exciter.

Read (Verr) and (dVerr)

v

Determine the fuzzy membership values
asociated with (Verr) and (dVerr).
(Fuzzification Stage)

v

Determine which of the rules to be fired and
to what degree from the rule base and the
appropriate output fuzzy membership values.
(Inference Engine Stage)

Apply COA algorithm to determine the
crisp value of the Field Voltage (Ef)
(Defuzzification Stage)

v
End

Fig. 5Proposed FLC based exciter flow chart.

4. Simulation and results:

The above shown system in fig. 1 will be
simulated by solving the equations in section
2 using MATLAB/Simulink, the disturbance
subjected to the system is a three phase solid
fault on the infinite bus which will reduce the
infinite bus voltage to zero, the first run will
be with the field windings of the generator
being fed from a conventional DC1A
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excitation system model [14] while the _

second one will be fed from the proposed s Ge”',va”a"'fs ReRne
fuzzy based exciter. The system will be re- 5 AR
subjected to the fault after 10 seconds in B
order to check the robustness of the exciter. Al i ‘ | HH””‘ | ' | | HI
The simulation also shows the ISE of the , \ ||||'|||| | “H 'h |‘ H I L, :
L Jl I||I|m||||||| e 1 R R T

: _ H|||'|H|||| e L

and store the variables values, but in order to Iy |I"||| itk |'| p 11 I
get clear graphs the data stored in the |
|
bt
WindOW- 4 I ; ; I i 1IA 1: 19 an

terminal voltage as an index of its stability.
| AU
| :
(Scopes) were plotted using the (plot) }l“ | ' " AR
F|g 8a aII of the generator parameters.

I\J 4‘-‘-

=

Gen. Variables (p.u.)

r‘v

Simulink Signal Scopes were used to display
il il
command in the (MATLAB) command = 3} b : i

1] il
1

Gen. Variables Response

4.1. The first run results: || A S R B S R A
Terminal Voltage Response 1400 ; . ; ; ; ; ; ; ;
1.2
ac 1200
- — 1000
- 09 j; 800
g 08 E 600
2 0T & 1o
£ oert ! i
@ H 200 d 3
=05+
- . : : . : P S B T R TS T TR
03 N R N TR NN S I R : Time (sec.)
S Fig. 8.b the rotor angle of the generator.
Fig. 6 The terminal voltage response of the .
g generato? P Fig. 8 shows the response of all the generator
' variables after being subjected to the fault.
4.2. The second run results:
Terminal Voltage Response
I
) , , IS,E OFThIe Gen.ITermina‘I Voltaglge , 11 ; 1:
16 = 09
L1 < 08|
= | € 08rf |
[ = osft f
" os s
I R 04 :
T S e N S 5
N 0.3 :
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e opb— i1 i L i i i
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0 2 4 6 8 . 1(0 )12 14 16 18 20 Time (sec.)
Fig. 7 The ISE of the terminal voltage Fig. 9 The terminal voltage response of the
response. generator.
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ISE Of The Gen. Terminal Voltage

=
in

=1
.
n

=
.

o
=2
W

e
h

Terminal Woltage ISE

=
o
o

=
o

=1
=1
o

P S S T S S T S S
Fig. 10 The ISE of the terminal voltage
response.

Gen. Variables Response

Gen. Wariables (p.u.)

10
Time (sec.)

Fig. 11 Shows the response of all the
generator variables after being subjected to
the fault.

5. Discussion:

The first run shows clearly that the
conventional DC1A exciter couldn’t handle
the fault which leads to large scale
oscillations in the terminal voltage (fig. 6)
which makes the terminal voltage had a
progressive ISE (fig. 7), (fig. 8.a) shows that
all of the generator variables active power,
reactive power and the electro-mechanical
torque are oscillating without damping, while
(fig. 8.b) shows the rotor angle goes out of
order indicating that, the machine had lost
synchronism from the first occurrence of the
fault.
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The second run with the proposed exciter
shows fast damping for the oscillations of the
terminal voltage (fig. 9) and stable ISE after
each occurrence of the fault (fig. 10), and
(fig. 11) shows that all of the generator
variables have been damped and stabilized
due to the action of the proposed FLC based
exciter.

6. Conclusion.

The conventional exciter in which its control
action is very dependent on the generator
response because of the built-in feedback
control loops is unable to change the control
action significantly from one distinct value to
another with relatively large difference
between them fast enough, i.e. has a slow
controlling action and therefore it is
incapable of handling many kinds of
disturbances without additional assistance
from stabilizing and protecting elements,
while the fuzzy controller deals with current
values of the input variables, in other words,
it adapts itself to the current instant which
makes it faster than the conventional control
feedback strategies used in the conventional
excitation systems in handling sever
disturbances with fast and large scale
fluctuations without relying on any other
stabilizing or protecting elements.
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Appendix:

Simulink blocks for the simulated system:
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Fig. A3 inside the (Synchronous Generator
Transient Model) subsystem
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Fig. A4 inside the (qde2qdr Transformation
Matrix) subsystem
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Abstract
Permanent Magnet Stepper Motors

(PMSM) are widely used in systems that

demand high accuracy with quick response.

Their applications can be found in

numerical control of machine tools (CNC),

robotics, etc. The open-loop control scheme
suffers from low-performance capability
and lack of adaptability to load and system
parameters variations. The closed-loop
principle was introduced in order to
increase the speed accuracy of the stepping
motor while making it less sensitive to load
disturbances. PMSMs are characterized by
complexity of their dynamic model. The
paper objective is initially concerned with
the analysis and description of PMSM
dynamic model. Then to increase measuring
system reliability and save cost and weight,
an estimator has been introduced to
estimate both angular speed and angular
position. These estimated measurements
will be fedback to the controller to
compensate actual measurements which is
conventionally given by encoder or
tachogenerator devices. The suggested
estimator is based on Extended Kalman

Filter (EKF) algorithm.

To obtain a prescribed dynamic
performance, a controller is suggested to
compensate the change of system parameters.
Conventional Proportional and Integral (PI)
controller could not intelligently compensate
such parameter variation due to its fixed
characteristics, unless its terms is repeatedly
retuned. The fuzzy logic, based on
uncertainty theory, can work as a good
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intelligent controller for stepper motor. The
significant feature of Pl fuzzy controller is
that it does not rely on the system complexity
and model. The results showed that the PI
fuzzy controller is more robust than the
conventional Pl controller.

Keywords: Stepper Motor, Pl Fuzzy Logic
controller, Extended Kalman Filter

1. Introduction:

The stepper motor is an electromagnetic
device that converts digital pulses into
mechanical shaft rotation. The shaft of a
stepper motor rotates in discrete step
increments when electrical command pulses
are applied to it in the proper sequence. The
sequence of the applied pulses is directly
related to the direction of motor shafts
rotation. The speed of the motor shafts
rotation is directly related to the frequency of
the input pulses. The step angle is the angle
by which a stepper motor shaft rotates in
response to an input signal pulse.

Many advantages are achieved using this
kind of motors, such as [1]: the rotation
angle of the motor is proportional to the
input pulse, the motor has full torque at
standstill (if the windings are energized),
excellent response to
starting/stopping/reversing, Very reliable
since there are no contact brushes in the
motor, a wide range of rotational speeds can
be realized as the speed is proportional to the
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Frequency of the input  pulses.
Disadvantages of SMs are resonances can
occur if not properly controlled and not
easy to operate at extremely high speeds.
There are three basic stepper motor types.
They are [1]:

» Variable-reluctance Stepper Motor
(VRSM)

= Permanent-magnet Stepper Motor
(PMSM)

» Hybrid Stepper Motor (HSM)

The VRSM consists of a soft iron multi-
toothed rotor and a wound stator. When the
stator windings are energized with DC
current the poles become magnetized.
Rotation occurs when the rotor teeth are
attracted to the energized stator poles.

The PMSM rotor is magnetized with
alternating north and south poles situated in a
straight line parallel to the rotor shaft. These
magnetized rotor poles provide an increased
magnetic flux intensity and because of this

the PMSM exhibits improved torque
characteristics when compared with the
VRSM type.

The HSM combines the best features of both
the PMSM and VRSM type. The rotor is
multi-toothed like the VRSM and contains an
axially magnetized concentric magnet around
its shaft. The teeth on the rotor provide an
even better path which helps guide the
magnetic flux to preferred locations in the air
gap. This further increases the detent,
holding and dynamic torque characteristics of
the motor when compared with both the
VRSM and PMSM types. The two most
commonly used types of stepper motors are
the PMSM and the HSM types [2].

2. Mathematical Model of PMSM:
The PMSM consists of a slotted stator with

two phases and a permanent magnet rotor as
shown in Fig. (1).
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Figure (1) Two phase PMSM Configuration.

Using Kirchhoff's voltage law for PMSM we
have

Ve = ioR + 224(1)
Where V, is the stator phase voltage, i, is the
stator current, R is the stator winding
resistance, and ¢, is the flux linkages. Since
the stator windings are displaced by 90
electrical degrees, hence the mutual
inductances between the stator windings are
zero. The flux linkages are functions of the
number of rotor teeth N, and the magnitude
of the flux linkages produced by the
permanent magnetse,,, . Then we have [3]

@q = Lig + ¢y, cos(N,6,) 2)
Where L is the stator winding inductance and
0, is the rotor angular position. From Eq. (1)
and (2)

_Nr P Wy Sin(Nr 97”)(3)

Where w, is the rotor angular speed.
Therefore, the stator current i, is given by

‘2—: = %ia n —NT“’L“ “r sin(N, 8,) + Va/L(4)

In the same way i, is calculated as:
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diy,

R. Nro, wr \%
= — 7l ———cos(N,6,) +(5)

- L

The expression of the electromagnetic torque
developed by PMSM can be obtained using
the co-energy principle (w,) [3]

we = 2 (Li2 + LiZ) + @iq sin(N, 6,) +
+@,, i,cosi N, 6,)(6)
Using Newton's second law

d2e,
dt?

T, ()

—Byw, =T, =]
Where T, is the electrical torque, B, is the
viscous friction constant, and J is the rotor
inertia. Hence

__dw,

Te= 90, —N,,,[i, sin(N,.6,) —

—ip cos(N,.6,)] (8)
Then the differential equations of the rotor
angular velocity and position are given by:

dw, N, .
dt = _T(pm [la Sln(Nrer)
- —lp COS(NrHr)]
B, 1
Ty e TTL
6,
. = Wy (9)

If the state variables of motor are set as
x = [i ipw,6,], then the PMSM model in
state space can be shown as

X = Ax + Bu (10)
where
(& 0 mane) o]
7 7 sin(6;
Rk
0 ———"cos(6,) 0
A= LL
“Mm k Bv
sin(6,) —cos(0,) — — 0
J ] " J
0 0 1 0
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OO o —IRr

Where k,,, = N, @,,. In the PMSM model, we
neglect the slight coupling between the
phases, the small change in L as a function of
0,, the variation in L due to magnetic
saturation and the detent torque.

At any constant speed, the direct-quadrature
(d-g) transformation transforms the signal
components of the currents i, and i, to the
dc components of i and i, as [4]

)= Lnin ) ostwrop i ]ao

The direct current i; corresponds to the
component of the stator magnetic field along
the axis of the rotor magnetic field, while the
quadrature current i, corresponds to the
orthogonal component.

3. The Continuous Extended Kalman
Filter:

Since the sensors may not give enough
resolution, and may have a high failure rate,
therefore, using some kind of observer one
can get the information of non-measured
states. The Kalman filter (KF) technique is
one of the good methods employed to
identify the rotor speed and position based on
measured quantities such as stator currents.
For nonlinear motor model one can use the
Extended Kalman Filter (EKF). The EKF is a
recursive filter (based on the knowledge of
statistics of both the state and measurement
noise), which can be applied to non-linear
time varying stochastic systems. The noisy
corrupted process and observation models
can be given by:

x=Ax+Bu+w=f(x,u) +wZ = Hx +
v (12)
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where

o= [1 00 0]

0100

The process noise w is continuous time zero
mean white noise (i.e. successive values for
small intervals are essentially uncorrelated)
with covariance Q. The measurement noise v
is also continuous time zero mean white
noise with covariance R,, i.e.,
cov(w) = E(ww’) = Q and
cov(v) = E(vvT) =R,

The Jacobean of the stepper motor model are
described as follows:

af (x,u)
F — f—
0x
or
- R km . ko 1
- 0 - sin(6,) w, - cos(6,)
K km .
- % - Tcos(er) w, Tsm(er)

F_

k. Kk B kp .
= ]—sm(er) ]—cos(Hr) i (i, cos(6,)

+i, sini®,))
0 0 1 0

The Kalman gain K is calculated by [5,6]:

K = PHT(HPHT + R,)™! (13)
Where P is the covariance error matrix and
may be calculated as [5,6]:

P=FP+PFT +Q — PHT(R,) " 'HP(14)
Then, the estimated states X are given by:

X=X+K(Z - HX) (15)

4. Fuzzy Logic Controller (FLC):

FLCs are widely used to control the
nonlinear systems. The control law is
described by a knowledge-base and a fuzzy
logic inference mechanism. The knowledge-
base consists of a series of IF...THEN rules
with vague predicates. The four principle
components of a FLC are: a fuzzification
interface, a knowledge-base, decision-
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making logic, and a defuzzification interface
[7].

The Pl-like FLC, which shown in Fig. (2),
is used to enhance the output response of the
PMSM model by minimization of the steady
state error. Tuning of k; and k;, to match the
input variables of the FLC to define universe
of discourse, while ks is responsible for
raising the level of changes in stator
quadrature current Ai,[7,8]. The output crisp
Aigis based on Mamdani technique. The

rules of the PI like FLC are designed and are
shown in Table (1).

¢

K o

kg

Figure (2) Structure of PI like FLC.
Table (1): Rules for Fuzzy Controller.

fIC

i

e (pu)

NB [NM|NS| Z | PS |PM| PB

NB | NB | NB | NB [NM| NS [NVS

NM| NB | NB|NM] NS [NVS PVS

PS | NB [NM| NS INVS PVS| PS

NM] NS [NVS PVS| PS |PM

e (pw

PS | NS INVS PVS| PS |PM | PB

PM INVS PVS| PS |PM| PB | PB

PB PVS]| PS |PM| PB PB

PB

5. Closed Loop System:

The direct fuzzy controller has seven
fuzzy sets with membership functions
uniformly distributed on each (normalized)
universe of discourse. All membership
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functions used in FLC are triangular type
with a base-width of two, i.e., the input
variables are set to per unit (pu) values with
NB is negative big, NM is negative medium,
NS is negative small, NVS is negative very
small, Z is zero, PS is positive small, PM is
positive medium, PB is positive big, and
PVS is positive very big.

The speed control loop shown in Fig.(3)
uses the fuzzy controller to observes the
pattern of the speed loop error signal and

correspondingly updates the output Ai, so

that the actual speed @, matches the
reference speed o, . The output of the fuzzy

controller is integrated and then compared
with the estimated i, and fed to the
conventional Pl controller to obtain V. The
error between the set value and the estimated
izis fed to the conventional PI controller to
obtainV;. By using Inverse  Park
transformation the applied voltages of the
PMSM are obtained. From measurements of
noisy stator currents the continuous EKF can
be used to estimate the angular speed and
position of the rotor. The estimated values of
stator currents are converted to the iz and i,
by using the Park transformation. Tuning of
parameters of conventional Pl controller
depends on Zeigler —Nichols Method.

6. Results:

The nominal values of PMSM parameters
are listed in table (2). The process and
measurement noise covariance matrices Q
and R, are shown below. Fig. (4) shows
stator currents i, and i,. It is evident from
figure that the nominal values of these
currents settle at 0.54 Amp with no load
application. The load is exerted one second
later of motor startup with values T,.=0.05
Nm. This requires the machine absorbing
greater current than no load situation, as the
current becomes 0.7 Amp at this applied
load.

Figure (5) shows the performance of EKF
estimator. Two parameters have been shown;
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angular speed and position. Figure shows
that the estimator could successfully estimate
these parameters. However, there is a
considerable error at start of estimating. This
can be attributed to covariance matrix
initialization, as initially, the estimator has no
confident with initial values and no past
values are available to give it a previous
estimate. Then, the estimate finally could
give approximate values of actual considered
states. The above argument could be verified
using Fig. (6). The trace of P is regarded as
an indicator of the estimation goodness.

The robustness of suggested intelligent
controller can be examined using a sudden
disturbance to PMSM at settling operation.
Firstly, the closed loop system with PI
controller is excited with a step load at one
second after motor starting up, see Fig. (7).
This step load is applied to the system with
FLC as shown in Fig. (8). One can argue
from Fig. (7) and Fig (8) that the FLC could
intelligently regain the speed before load
exertion at lower time than its counterpart.
Moreover, the height of dip with FLC is
much lower than that with conventional Pl
controller. Therefore, one can deduce that
the FLC is more robust than the conventional
one.

Table (2): PMSM parameters.

Parameter Value Units
Ra 10 Q
L 0.0011 H
B 0.001 N m /rad/s
J 5.7x10° Kg m
Km 0.113 N m/ A
Nr 50 -
0.0122 0
R. =
" [ 0 0.0122
10.022 0 0 0'
L
0.022
Q=10 0 0

L
0 0 (0.5)2 0
Lo 0 0 o
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7. Conclusion:
From the simulated results, the following
points can be highlighted and concluded:

1. The dynamic speed response based on
FLC is faster than that with conventional
P1 controller.

2. FLC shows high load rejection
capabilities than its counterpart.

3. The EKF could successively track the
speed even with parameter variations.
Therefore, a robust characteristic can be
obtained with estimator.
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Abstract:

Fuzzy logic and neural network can be
combined together to generate a fuzzy neural
controller which can improve the output
response of the controlled system. This
mixture uses a neural network training ability
to adjust the membership functions of the
fuzzy logic controller.

The goal of the controller is to force
the controlled system to behave like a
reference model to reduce the response time
with minimum overshoot. Fuzzy membership
functions were tuned using the propagated
error between the plant output and the desired
one. The controller is designed to simulate the
behavior of traditional PID controller in
which both the PD and PI parts are merged
together in the same fuzzy neural network.

The controller was tested using a
nonlinear plant to demonstrate its ability to
act as an adaptive PID controller.

Keywords: Neural Network, Fuzzy Logic, PID
Controller, Nonlinear Systems.

1- Introduction:
The most widely used controller in industry is
the famous Proportional Integral Derivative

(PID) controller, but the problem of
calculating the right values for such a
controller is very tedious specially in

nonlinear systems. Furthermore its robustness
against  environmental ~ changes  and
disturbances is questionable [1,2].

During the last decades, the theory of
intelligent control was improved and took its
place in industry specially the use of neural
network and fuzzy logic controllers. These
theories have the power of designing the
controller regardless of the plant, since they

look at it as a black box and their parameters
do not depend on the plant parameters, hence
becoming widely used in nonlinear control
[2,3].

By combining both Fuzzy Logic and Neural
network together, a robust controller is
formed giving precise actions and learning to
enhance its performance. The combination is
called Fuzzy Neural Network (FNN) which
consists of many specially designed fuzzy
neurons that perform some kind of fuzzy
operations [2,3].

The problem of tuning a PID controller using
intelligent control has been discussed by
many researchers specially using FNN in the
process [3,4,5], but the main disadvantage of
these algorithms is the complexity of the
controller structure and the storage size
needed for the neural network parameters.

In this paper introduces a new FNN structure
that has three inputs instead of two (namely
error, change of error, and sum of error). This
structure can simplify the building of three
dimensional fuzzy rule table and simulate at
the same time the operation of a conventional
PID controller along with the minimization of
storage space by reducing the number of
controllers used along with the number of
rules.

2- Fuzzy Neural Network Design:

As mentioned above, the Fuzzy Neural
Controller (FNC) consists of specially
designed neurons that can simulate a
designated fuzzy operation. The general
structure of a PID FNC is the same as
ordinary Fuzzy Logic Controller (FLC) but
with the addition of a third input that

60



ECCCM 2011, January 30 - 31, 2011
Control and Systems Engineering Department

University of Technology
Baghdad-Iraq

represents the sum of error as shown in figure
1

e
—
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Ye —
—
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Input Antecedent Rule  Consequent Action

Fig.1 Fuzzy logic Controller Structure.

In this work, a Mamdani type FLC with three
inputs and one output is used. The
membership functions used to fuzzify the
inputs are all bill shaped type with 7
memberships for each input. The overall
number of rules will become 7*7*7 that is
343 rules which can be reduced to only 7 by
knowing that any input has some contribution
to all of the fuzzy sets and it will always
circle around the main diagonal of the fuzzy
rule table and settle in the center of this table
[6]. Hence the rules of the controller can be
summarized as:

a- IF e is PB AND ce is PB AND ZXe is
PB THEN u is NB.

b- IF e is PM AND ce is PM AND ZXe is
PM THEN u is NM.

c- IF e is PS AND ce is PS AND Xe¢ is
PS THEN u is NS.

d- IF e is Z AND ce is Z AND Xe is Z
THEN u is Z.

e- IF e is NS AND ce is NS AND ZXe is
NS THEN u is PS.

f- IF e is NM AND ce is NM AND ZXe is
NM THEN u is PM.

- IF e is NB AND ce is NB AND ZXe is
NB THEN u is PB.

The abbreviations for the fuzzy set are as
follows:

PB: Positive Big, PM: Positive Medium, PS:
Positive Small, Z: Zero, NS: Negative Small,
NM: Negative Medium, and finally NB:
Negative Big. Moreover, to insure smoothens
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of the output, multiplication is used instead of
AND operation in the rules. Finally, the
method of the center of gravity is used as a
defuzzyfier in this paper.

2-1 Fuzzy Neural Network Structure:

The NN used in this paper consists of five
layers; each represents special fuzzy
operations, and the parameters are updated
using back propagation algorithm.
Throughout this paper the subscript will
represent the node number in the
corresponding layer while the superscript
represents the layer itself. The layers of FNN
are:

a- Input layer: in the input layer, each
node transmits the corresponding input to the
antecedent layer as shown in figure 2

Fig.2 Input layer node.

The Feed Forward relations that govern this
layer are:

Xl=eX =eXl=Ye..........coco......
ol=x!i=123
I in the superscript stands for Input.

No parameters are updated in this layer.

b- Layer 2 (Antecedent): this layer will
transmit each wvalue of input to the
corresponding linguistic set as shown in
figure 3.
0;1°
OII qw I oj'za
oijja

Fig. 3 Antecedent layer node.

The Feed Forward relations that govern this
layer are:
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a __l Oil—mi‘j
0 =e", i=123)=12..7 .4

a in the superscript stands for antecedent.
When applying the steepest descent method
on the antecedent layer to update both m;; and
cjj We get

(04—0°)
(04—0°)
Agi; = 1.0/ (0, — ;). dog RURUURRRR -

Where i=1, 2, 3. And j=1, 2, 3....7, n is the
learning rate, O° is the action layer output, y;
is the weight between the rule layer and the
consequent layer and Oy is the desired output.

c- Layer 3(Rule layer): this layer will
determine the rule associated with each
linguistic value calculated by the antecedent
layer as shown in figure 4.

Fig. 4 Rule layer node.

The feed forward rule in this layer is
)(jT = O]C_l,]. OZaJ'. 0:)?,] et e e e taceesettecncsttecsitnenes 7

r in the superscript represents rule.
No parameter updating is done in this layer.

d- Layer 4 (Consequent layer) in this
layer the first step of the center of gravity
method is done and it consists of two nodes as
shown in figure 5.

Fig. 5 consequent layer node

The output of this layer is described by

Xf =X 190 oo, 9
X5 =2 100 i 10
Of =X k=12, 11

c in the superscript represents consequent
The update equation for y; is given by

(0q4—0°) r
Ay, = O 12
Yj n 05 J
e- Layer 5 (Action layer):the final step of

the center of gravity method is done in this
layer as shown in figure 6.

@ .

Fig. 6 output layer node.

0%

0%

The final output of FNC and this node is

given by

X0 =2 13
2

0° = X 14

O stands for output, and no update is needed
in this layer

3-Simulation results:
The overall structure used to test the
controller in this paper is shown in figure 7.

e(t) .- )
r(t) - clt)
>| PID-FNC —>| Plant

u(t)

Fig. 7 General block diagram of the PID FNC
controller system.
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To test the system a nonlinear plant is used
which is a simple magnetic levitation system.
(figure 8)[7].

y(t) |

<
L

Fig. 8 Magnetic levitation system.
The motion equation of this system is:

dzy(®) _
2

ai?(t) B dy(®)
My(t) M' dt

y(t) is the distance of the magnet above the
electromagnet, i(t) is the current flowing in
the electromagnet, M is the mass of the
magnet and g is the gravitational constant. Bis
the viscous friction coefficient determined by
the material in which the magnet moves, and
a is the field strength constant determined by
the number of turns of wire on the
electromagnet and the strength of the magnet

[7].
The constants values are taken as in table 1.

Table 1 constant table used in the simulation.

Constant | M g B o
Value 3 9.8 12 15
unit | Kg | m/sec® | Kg/sec | N.m/Amp®

Different step input values were injected to
the closed loop system with the values of (3.5,
1, 2.5, 3and 1.5) at the intervals of (0, 10, 20,
30, and 40) seconds to compare the proposed
controller with that of [7]. For the purpose of
simulation, it was taken that FNC will
produce 1 amp to elevate the mass 1 meter of
distance. The input and the output of the
closed loop system is shown in figure 9
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Fig. 9 closed loop response of the system
corresponding to the input current.

The PID FNC action (u(t)) is shown in figure
10.

FNC action

Fig. 10 PID FNC action.

4-Conclusions:

It is seen from the results that the controller
met its desired goal by reducing the rise time
to 0.9 sec and minimizing the overshot to
17% and zero steady state error in deferent
step changes. This controller is built with
minimum number of rules (from 7*7*7 to
only 7 rules) and it does not need to be
separated into PI and PD FNC as in
[3].Instead, one controller is used which can
act as full PID FNC. Furthermore, no neural
network is needed to propagate the error to
the controller. Hence the only learning to the
controller is done online which simplifies the
controlling task dramatically and reduces the
time of calculation for the controller action.
These features make this controller suitable
for real time application and the learning
ability makes the controller suitable to work
in noisy environments with load and/or output
disturbance.
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Abstract:
This paper attempts to tune any
controller without the knowledge of

mathematical model for the system to be
controlled. For that purpose, the optimization
algorithm of MATLAB 7.0 / Nonlinear
Control Design Blockset (NCD) is adapted
for On-line tuning for controller parameters.
To present the methodology, a PID controller
is verified with the physical plant using Mean
Value Engine Model (MVEM) of an
Automotive Engine during Idle speed where
the problem of maintaining the engine idle
speed at a reference value with minimum
overshoot, minimum undershoot, minimum
settling time and minimum steady state error
with the presence of load is studied. A
Proportional  Integral Derivative (PID)
Controller is designed to solve this problem,
but to get the best controller parameters the
(NCD) Blockset is used for tuning the PID
parameters. Simulation shows promising
results in the idle speed response by
comparing NCD tuning results with the trail
and error results. The analytical results are
carried out MATLAB / SIMULINK.

Keywords: PID controller, NCD Blockset,
Automotive Engine, Idle speed.

1. Introduction

Most automotive machines that are used in
every day's life are equipped with gasoline
Port Fuel Injection (PFI) engines. Typically
these engines are of four stroke type, Spark
Ignited (SI), and Otto cycle based convert
chemical energy of the fuel into mechanical
work [1]. At idle operating mode, which is
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characterized by low engine speed typically
between (800-1500) RPM [1], the throttle
valve is closed. This increases vacuum in the
intake manifold. High vacuum and low
engine speed results in overlap which creates
poor combustion and leads to low produced
torqgue. Poor combustion must be
compensated by supplying rich mixture to
the engine which contributes to high exhaust
emissions and high fuel consumption [2].
According to low produced torque, the
operation of any ancillary device, like air
conditioning system which is powered by the
engine, will lead to drop in the engine speed.
Moreover, if all ancillaries are switched on
simultaneously the engine speed dropping
will be very high and may cause engine
stalling [3]. Furthermore, Idle Speed Control
(ISC) represents one of the generic and
challenging problems in automotive engines,
due to complexity, nonlinearity and time
delays exhibited by the system. And such a
typical challenge is confronted by automotive
control researchers and practitioners. From

this point of view, a controller that
compensates for error in speed in the
presence of disturbance load torque is

needed. The controller has to provide fast
and precise reach of target speed with
improved fuel economy and reduced
emissions as well as guaranteed combustion
stability. Several control methodologies for
idle speed problem have been proposed
through the last decades. Kmap and
Puskorius [4] described in1993 a simulation
based training of fuzzy controller using
neural based procedure.
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They found that training process proceeded
more slowly than similarly executed training
simpler plants. And a purely intuitive
approach to fuzzy control would have much
success in dealing with such model.
Moreover, a control structure based on the
analogy between a nonlinear control
technique, which is chosen to be sliding
mode, and the fuzzy control

the engine speed was obtained compared
with increasing exhaust residual gases due to
valve technique was introduced by Boverie et
al in 1994 [5]. This structure takes into
account large dynamic variations in the
processes. The designed controller controls
the air valve only, while the developed
algorithm had been implemented on a real
time electronic controller and successfully
tested on a car engine (Renault19, 16 valves).
Furthermore, Kruse et al., 1994 [6]
developed a well founded generalized fuzzy
controller for idle speed regulation of a car
engine. The proposed fuzzy controller
realizes a charge control only, the ignition
adjustment is retained. The developed
controller possesses a quite smooth control
characteristic. In addition, fast and precise
reach of the target rotation speed is achieved
with great stability on slowly increasing load.
Balluchi et al. [7], proposed in 2000 a hybrid
controller where continuous and discrete
variables retain their distinctive nature. The
problem of maintaining the crankshaft speed
within a given range has been formalized as
safety specification for the closed loop
system modeled as hybrid automation.
Albertoni et al. [8] presented in 2003 a
hybrid model of gasoline direct injection
engine operating in stratified mode. The idle
speed control problem is formulated as
constrained optimal control problem where
fuel consumption has to be minimized. Panse
[1], developed in 2005 a dynamic control
oriented MVEM of a PFI engine. Then a PID
controller for idle mode is also developed
that uses the throttle to adjust the speed. The
developed PID controller successfully
maintains the steady state idling speed in
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simulated environment. Santis et al., [9]
formulated in 2005 the idle speed control as
the problem of computing a maximal safe set
for a hybrid system modeling of an SI
engine. Finally, Gibson et al., [10] presented
in 2006 the analysis of lead compensation,
feed-forward and disturbance observer
design techniques for ISC system with
minimal spark reserves levels. Simulation
results show that a 30 percent reduction in
the maximum drop of an ISC with no lead
disturbance observer compensation

2. Nonlinear Control
Blockset [11]

The (NCD) is a MATLAB tool that helps
to tune design parameters in a nonlinear
Simulink model by optimizing time-based
signals to meet user-defined constraints by
graphically placing constraints within a time-
domain window. The NCD Blockset
automatically  converts time  domain
constraints into a constrained optimization
problem and then solves the problem using
the optimization routines taken from the
Optimization Toolbox. The constrained
optimization problem formulated by the
NCD Blockset iteratively calls for
simulations of the Simulink system,
compares the results of the simulations with
the constraint objectives, and uses gradient
methods to adjust tunable parameters to
better meet the objectives. The NCD
Blockset allows introducing uncertainty into
plant dynamics, specify lower and upper
limits on tunable parameters, and alter
termination criterion. The progress of an
optimization while the optimization is
running can be followed from command
window, and the final results are available in
the MATLAB workspace when an
optimization is complete. Intermediate results
are plotted after each simulation. It allows
the user to terminate the optimization before
it has completed, to retrieve the intermediate
result or change the design.

Design (NCD)
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NCD uses optimization algorithms to find
parameter values that allow a feasible
solution to the given constraints. NCD
automatically converts the constraint bound
data and tunable variable information into a
constrained optimization problem. Basically,
the NCD Blockset attempts to minimize error
and generates constraint errors at equally
spaced time points (with spacing given by the
Discretization interval defined in the
Optimization  Parameters dialog  box)
beginning at the simulation start time and
ending at the simulation stop time. For upper
bound constraints, it is defined the constraint
error as the difference between the simulated
output and the constraint boundary. For
lower bound constraints, it is defined the
constraint error as the difference between the
constraint boundary and the simulated
output.

Figure (1) shows an example usage of NCD
Outport block in a Simulink model of the
sample plant including a PID controller.

NCD
OutPort 1

HCD Outport

Figure (1): A Simulink model with NCD Outport
Block.[11]

3. Design of Idle Speed Controller

An idle speed ON-Line tuned PID
controller is designed for automotive engine.
The model used in this paper is a MVEM, the
details of model are in an Appendix, [12].
The top level view of the model is shown in
Figure (2) where the model is complex non-
linear physical system and consists of many
sub systems. The idle speed control is
formalized as a control problem, where the
engine stalling has to be prevented in spite of
load acting and varying. So, the engine with
the controller designed should get the idle
rotational speed with minimum overshoot,
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minimum undershoot, minimum steady state
error and reach the target rotational speed as
fast as possible. The idle speed controller
designed in this paper uses the throttle angle
only to compensate the drop in the rotational
speed of the engine, by enlarging the area
available for the air flow at the throttle valve.
It is assumed that the air fuel ratio is held at
the stoichiometric value and the spark timing
IS maintained to give Maximum Break

Torque (MBT).

Figure (2): Top level view of the engine Simulink
model.[12]

4. Controller Design

4.1 PID controller

The continuous-time PID controller
described by the following expression:

K y L) (1
() =K, xe(t)+ K, x et +K, p 1)

is

where, Ky and K; are the proportional and the
integral gain coefficients. A block diagram
for a PID controller is shown in Figure (3).
[13]

Input
++
PID

Outpu
Controller >

Engine
Model [*

A 4

Figure (3): Block diagram of Engine Model with PID
controller

4.2 PID controller with NCD Blockset

To use the NCD Blockset, it only requires
to include a special block, the NCD outport
block, in Simulink diagram and to connect
that block to any signal in the model to
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signify that user wants to place some kind of
constraint on the signal. NCD outport block
can be found under NCD within the Simulink
Library Browser. Figure (4,5) shows the
block diagram of Engine Model with PID
controller and NCD blockset.

u Output

PID

Controller

Engine
Model

» NCD

Figure (4): block diagram of Engine Model with PID
controller and NCD blockset

7\{% -
Niadsze)
PID Contollart fu - ’I

ENGINE

E Wipmy
Gaint

| \""\.‘\/-—

|

NCD Bloast

Figure (5): block diagram of Engine Model with PID
controller and NCD blockset in
MATLAB/SIMULINK

The closed loop system with PID is
simulated with applying a variable value of a
uniform load torque to the closed loop
system, as shown in Figure (6).

Desired Speed FID Conrallert

apha
Natiser) i
T
ENGINE Gain

{3001

Gaint

—

HCD Blockset

Figure (6): block diagram of Engine Model with PID
controller and NCD blockset in
MATLAB/SIMULINK with a uniform load torque

5. Simulation Results

Consider the desired engine speed is (955)
rpm[14] and a variable value of a uniform
load torque is applied, firstly the simulaition
is done without controller as shown in
Figure(7,8), where it is shown that the system
without controller is unable to track the
desired Engin speed where the system goes
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to high speed exeeding the desired level
about (4750) rpm. In order to eleminate the
error stady state and to get better tracking
performance a PID controller is applied. As
shown in Figure(9) where the system
response with PID controller has the ability
to get the desired performance. The PID
controller parameters are selected by trial and
error method. Thus the PID coefficients are

Kp=0.42 x107?, K=012x107%and Kg=

0.04x10 % respectively. To the
system response and to get best

parameters for PID controller, the NCD is
used to on-line tuning for controller
parameters with following parameters Kp=

0.9x1072, Ki=0.18 x102and K=
0.05 <1072. As shown in Figure (10), it is
noticed that the settling time and error steady
state are reduced and the Peak Overshoot and
Peak Undershoot are degreased too
especially with high applied load Torque.

enhance

—Desired Speed
—Actual Speed |

w
&
S
S

| | | 1 | | |
GO 10 20 30 40 50 60 70 80

Time (sec)

Figure(7): System Response without Controller and
without Load Torque

N

Desired Speed
Actual Speed

S
& 3000

Engine Speed

. . . . . . .
0 10 20 30 40 50 60 70 80
Time (sec)

(a) Engine speed with load torque
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Figure(8): System Response without Controller and
with Uniform Load Torque
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Figure(10): System Response with PID controller and
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6. Conclusions

1-

When compared NCD with trial and error
method, which is used widely in industry,
this method offers a more scientific and
logical approach to a difficult problem of
tuning control systems. Also, when the
control strategy is not well-known, unlike
a PID controller, tuning by trial and error
method will be a time-consuming process
or almost insoluble.

NCD is adapted for real-time executions
and it can tune any controller without the
mathematical model knowledge of the
system it is controlling.
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3- Using PID controller with NCD achieve
an improvement on the speed response by
improving the steady state error.
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Appendix
Engine Modeling:
It will be assumed that the model simulates a
gasoline powered, four stroke, PFI, Spark
Ignition (SI) engine. The model includes air,
fuel and rotational dynamics as well as
process delays inherent in the four stroke
cycle engine. It is found that when modeling
such a complex system, as the Sl engine, it is
beneficial to divide it into distinct
subsystems [5].
The basic configuration of the engine model
has three basic subsystems, describing the
main phenomena take place in Sl engine.
These subsystems are shown in fig (1):
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a- Intake air path subsystem.
b- Fuel dynamics subsystem.
c- Crankshaft dynamics subsystem.

a) Intake Air Path Dynamics

In this section a mean value model for the
intake air path of Sl engine is described. It is
divided into three subsystems that have to be
modeled, these are:

1) Throttle body
2) Intake manifold
3) Cylinder air induction

Intake Air Path Subsystem

———————————————————————————————————————

______________________________________

Figure (11): Block diagram of the engine model.

1) Static Model of the Throttle Body

The air mass flow into the cylinders,
and thereby, the output power of the engine
is controlled by the throttle valve. Its opening
depends on the pedal position [6].

- _ Pa(t) 1
mat(t) = Cd ﬁ¢(Rp(t))A(t) 1)
Where:

mat(t) : is the air mass flow rate through the

throttle valve.
Cd: is the discharge coefficient which is an
experimentally determined constant and it
relates the effective throat area to the actual
throat area. It is roughly equals to 0.7 [1, 8].
Pa: ambient pressure (N/m?).
R: ideal gas constant (J/kg.K).

Ta: ambient temperature (K)

O(Rp(t) : Function of pressure ratio across

the throttle position, which depends on the
flow conditions, where

under chocked flow, ®(Rp)is constant and
is calculated as follows [8, 9]:
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v+l
_ 2 iy1
oRp) =125

(2)

For Pm (t) <Pc

Where:

y . denotes the ratio of specific heats of air
which is assumed to be (1.35) [10].

Using this value of y, equation (2) above is
calculated to be equal to (0.6761).

Rp: represents the ratio of the manifold
pressure (Pm) to the ambient pressure (Pa).
Moreover, during sonic flow®(Rp)is a
function of time and is calculated with the
following equation [8, 9]:

1 y-1
(Rp(®) = (Rp(1)) ¥ % 1-(Rp(t)

©)

For Pm(t) > Pc(t)
Where:
Pc: is the critical pressure where the flow
reaches sonic condition in the narrowest part
and is calculated as follows:

2

Pe=| 25

Y
y—!—l]y_l-Pa (4)

The area available for the flow (A(t)) equals
the cross sectional area of the channel less
the area blocked by the throttle plate. The
blocked area depends on the throttle angle
() measured from fully closed position in
radian as shown in Figure (3) [10].

'
HE=-2

Py

Figure (3): Air flow past the throttle plate If
the channel and the throttle plate are assumed
to be circular in shape with diameter (Dth),
the available area for the flow can be
expressed as [10]:

wacar
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A(t) = Dth2(1—cos(a())) (5)

This equation is modified to the following
form to account for the leakage mass flow
rate. Deriving from the fact that when the
engine throttle is fully closed, it holds
a=o [10, 11, 12].

cosa(t) )+ A

Cos aleak

A(t)=7Dth?(1- ©)

leak

where A, is the flow area when the throttle
angle equals Oljggk -

2) Dynamic Model of the Intake Manifold
The intake manifold dynamics can be
described by a first order differential
equation that is based on the mass
conservation equation as given below [6, 10,
11]:

Pm(t) = RIM

vm

(7)

ma(t)

Where

Ma (t) = Ma (£) — Mac (1) (8)
Tm: Manifold air temperature (K)
vim : Manifold volume (m®)

rhac(t): Mass flow rate of the homogeneous
mixture of air and exhaust gas.

Ma (t): Air mass flow through the throttle
valve.

M. (t) : Intake manifold mass of air.

The dynamic pressure obtained by this model
is not instantaneous value of the manifold
pressure, but an averaged representation of
the intake manifold filling dynamics [4].

In this paper, the fraction of EGR is assumed
to be 0.1 of the air induced to the cylinder.
The effect of engine speed and the manifold
pressure on the volumetric efficiency is
modeled separately in an individualistic
manner as follows [10]:
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Ny, =N (N®) M (PM(D)
(11)
Ny (N®) =76 +1 N +7,, (N(D)?
(12)

_Vc+Vvd Vc - Pex )%
"Pm =~ 7 wvd vd ‘Pm(d)
(13)
Where :

VoY ¥o: A€ empirical constants related to

specific engine.
Vc: clearance volume of the cylinder (m®).
Pex : the exhaust gas pressure (N/m?).

b. Fuel Path Dynamics

Fueling dynamics are important for the in
cylinder air-fuel ratio calculation. The fuel
injector injects fuel as pulses when the intake
valve is not open [10]. Fuel dynamics can be
described by the following set of equations
[4, 11, 14]:

models must be explained clearly in the

crankshaft dynamics model. These are:

M Q) =X mi() - = mff () (14)
f

mfv(t) = (1—x) mfi(t)

(15)

rhf(t):r'nfv(t)+l_lmff ® (16)

f
where:

mfi : is the mass flow rate of the injected fuel
(kg/sec).

mff & mff: mass flow rate (kg/sec) and mass
of the fuel film (kg) respectively.

mfv: mass flow rate of the fuel vapor
(kg/sec)

mf : mass flow rate of fuel that enters the
cylinder (kg/sec)
x: fraction of the injected fuel which is
deposited on the manifold or intake port as
fuel film, and is

calculated using the following equation

[4]:
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X = O.3+£oc(t)

90
(17)
Ts : fuel evaporation time constant which is

calculated as [14]:

r . =0.05+ 2.25

18
STo) (18)

Ideal fuel delivery is assumed, i.e., the air
fuel ratio is assumed to be kept at the
stoichiometric value (14.67) [1]. The fuel

injection mfiis set according to the
evolution of the air charge. The air charged
to the cylinder is divided by stoichiometric
A/F which dented by ( A)in the Simulink
model to provide the feed-forward fuel flow
command.

b. Crankshaft Dynamics
The crankshaft variable of interest is the
revolution speed expressed in revolution per
minute (RPM) or rad. per second (r/s), which
depends on the torque produced by cylinder
during expansion stroke. Three important
1) Torque production.
2) Process delays.
3) Rotational dynamics
engine.

of the

1) Torque Production Model

The torque produced by the cylinder during
expansion stroke depends in a nonlinear
fashion on the mass of air loaded to the
cylinder, air fuel ratio taken during the earlier
intake stroke, spark timing and mass of
residual gases left after the earlier exhaust
stroke [4]. This can be expressed using the
mean effective pressure (mep) notation as

follows:
imep
; 1
77|_t mep fe ( 9)
bmep =imep —Mep . josses (20)

bmep = Mepge Mj_t ~MePrpoc_josses
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Where (mepg,) is the (bmep) that will be

produced if the engine is fully efficient, as
expressed mathematically in the following
equations:

men. = constant liypothetial  forceacting on the piston if the engmeis 100% efficient
P pistonarea

wotk producedduring one cycle with 100% effeciency
piston displacemat during expansm stroke
piston area

(massof fuelinductedduringeycle ( Mf) x(heatingvalueof fuel( QH\-))
N strokevolumeVd)

M -Quy

Vd

So, (22)

mepfe =
The mass of fuel inducted during one cycle
(Mg) is calculated as follows [4]:

mac

mf ™ Z%
and for one cycle: that is assumed to act on
the piston during expansion stroke and
produces the same amount of work that the
real engine does in two crankshaft
revolutions, as expressed
mathematically below [10]:

_ mac (for onecycle)

Al/F= 5

M
AlF
_ mac(t) 4=
FTATF() N(t)
(23)

Using equations (22) and (23), the final form
of the (mepfe) is found:

Using equations (22) and (23), the final form
of the (mepfe) is found:

méc(t).QHV Ar
ATE®)-vd N()

mep ¢, (t) =
(24)
The indicated thermal efficiency (n;_) is

modeled as a function of the engine speed
(N), air fuel ratio (A/F) and spark advance
(o) [10].

(21)
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n;_ = 9(N(D), A/F(D),3(D) (25)

By assuming that the air fuel ratio is held
tightly around stoichiometric, and the spark
timing maintained at MBT value [1], (nj_t

) is expressed as a function of engine speed
only [10]:

o (N (1)) =no +mny-N(t)(26)
where (no,nl) are empirical coefficient

parameters of the function, related to a
specific engine.

Finally, the mechanical losses which are
denoted by (MeP .. joses )+ ar€ described by

the following equation [10]:
MEP mec —losses = \V(N (t), Pm (t))
(27)

WO PO)o+ (NO P+ Pa-Pr)) - (28)

where the variables (B, ,B1) are empirical
constants related to a specific engine.

Now, by substituting equations (24), (25)
and (27) in equation (21) the final form of the
bmep expression will be as follows [10]:

. 4
ooy =" CTONORN) BV Ty Py

(29)

To get an expression that comprises only the
bmep and the break torque (Tb), the bmep is
defined as a constant hypothetical pressure

canstant hypothetial force acting on piston face

bmep=
P piston area

work produced during one cycle
piston displacement during expansion stroke
piston area

_ (brake torque (Th)) - (angular duration of one cycle)
stroke volume(Vd)

Tb-4xn

SO, bmep = Vd

By the substitution of equation (30) into (29)
and making the suitable simplifications, an
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expression for the break torque is produced

as given below:

Th= MaAN(), (Pm()-p(N(1))
A/F(@)-N()

QNPT 1

(31)
2) Process Delays Model

The process of torque production is discrete
depending on the engine speed. The model
described here is continuous, two delays are
included in the model [10, 15]:

a) Intake to torque production delay ('|'it

): this is the delay time between
intake stroke to expansion stroke.
_2n (32)
Tit‘N(t)

b) Spark to torque production delay
(Tst): this is delay time from

sparking to torque production.

__T 33
Tt =N (33)
Incorporating the above delays in

equation (31) gives:
_ magt-T,)-o(N()
-~ AKD-NO

QupyYNO.PIEO) 1

(34)
3) Rotational Dynamics Model
The rotational dynamics of the engine
crankshaft is obtained by applying Newton’s
second law for rotational motion [4].

Tnet=JN
where:
Tnet : is the net torque used for vehicle
acceleration (N.m).

J: the total inertia of the engine (Kg.m?).

and (N ) (rad/sec®) represents the angular
acceleration of the engine which will be
integrated later to get angular speed of the
engine. Tnet is calculated from the
difference betweef3the torque produced by
the cylinders during combustion process and
the sum of all the load torques placed on the
engine.

(35)
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OPTIMAL CONTROLLER DESIGN FOR DYNAMIC SYSTEMS WITH
PERTURBED TIME-VARYING DELAY

Dr. Abdulsalam H. Nafia
Ministry of Science and Technology
Baghdad, Iraq

Abstract:

In this work, a controller design is
proposed to control systems subjected to
uncertainties and perturbed time-varying
delay. The proposed controller strategy is
composed of three parts, the linear state
feedback part is used for assigning the closed
loop eigenvalues, and the nonlinear switching
part of sliding mode and the adaptive part are
used to achieve the robustness of globally
stability. By using the stability theorem, the
adaptive law is utilized for adapting the
unknown bounds of the lumped perturbations
so that the objective of asymptotical stability
Is achieved, and then to use the variable
structure control method to enhance the
robustness of stability of the controlled
systems. Once the system goes inside of the
sliding surface of the wvariable structure
controller, the dynamics of the controlled
systems are insensitive to effect of
perturbations. The system and controller are
simulated by using Matlab/Simulink. Finally,
real numerical example is given for
demonstrating the feasibility of the proposed
controller.

Keywords: Time-varying delay, uncertainty,
Adaptive, Sliding Mode Controller

1- Introduction:

The problem of stability for a class of
uncertainties dynamic control systems with
time-varying state delay is investigated in this
work. An independent delay adaptive variable
structure controller is designed to drive the
states of the system to the equilibrium point
(zero). The proposed controller strategy is
composed of three parts, the linear state
feedback part that is used to assign the closed
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loop eigenvalues, the nonlinear switching part
of sliding mode and the adaptive part that are
used to achieve the robustness of globally
stability. Variable structure controller (VSC)
[1] with sliding mode (SM) has been
traditionally recognized as a high gain control
techniqgue  with  outstanding  robustness
features for solving stabilization and tracking
problem. The main feature of VSC is to
employ a discontinuous control under the
reaching law to drive the state from an
arbitrary initial state in the state space toward
a designed state along a pre-specified
trajectory, i.e. switching hyperplane. The
discontinuous high speed switching action
maintains the state on this surface once the
system enters the sliding hyperplane.
Moreover, when the dynamics of the
controlled system are in the switching
hyperplane, it has been shown that VSC
possesses several advantages, e.g., fast
response, good transient performance,
robustness of stability, insensitivity to the
matching parameters variation and external
disturbance [2].

1-1 Time-Varying Delay:

Due to the finite speed of information
processing the transmission time-varying
delay has been often encountered in various
engineering systems, for example aircraft
systems, microwave oscillator, rolling mill,
chemical process, manual control and long
transmission line in pneumatic, hydraulic
systems. Since the existence of such delay is
frequently a source of instability that cannot
be ignored during the design of a control
system, considerable attention has been paid
to study of systems with delay [1]. In this
work, a robust control scheme is proposed for
a class of uncertain dynamical systems with
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time-varying state delay. To increase the
robust control efforts, one incorporate
variable structure control with sliding mode to
deal with the unknown parameters as well as
the unknown gains in the bound of the
delayed states. The uncertainties as well as the
upper bound of the delayed states are dealt
with by means of the well used robust control
method.

1-2 System Description:

In this section, a class of systems that are
subjected to time-varying state delays and
perturbation are considered. The dynamic
equation of these systems is governed by;

X(t) = [A+ AAL, X)[x(t) + [A, + AA, (t,X)] @
X(t —h)+ Bu(t) + D(t, x)

Where  x(t) e R"

u(t) e R™ is the control input, D(t) e R™

IS an uncertain external disturbance and/or

unknown nonlinearity of the system. The
constant Ae R™", A, eR™", BeR™™ are

known, and B is full rank. The term AA(t, X)
and AA,(t,x)are unknown real function

representing time-varying parameter
uncertainties of system matrices A and A,

h(t)

delay

is the state vector,

respectively. The unknown scalar
denotes bounded and continuous
function satisfying the following,

O<h(t)<h<w; h)<n<1 2)

Where han unknown constant, but is also n

is a known constant. X(t)is an arbitrary

known continuous state vector for specifying
initial condition.

The following assumptions are assumed to
be valid:

Assume that, the system pair (A, B)is
controllable, and all state variables are
available for measurement. The Uncertain
matrices and vector, AA, AA, andD, that
are continuously differentiable in x, and

piecewise continuous in t. Then the objective
is to design variable structure controller for
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system in Eqg.(1) subjected to the previous
assumptions. It will be shown that, all the
states of the controlled system will be
asymptotically approach to zero in spite of the
existence of perturbations, i.e.,
lim x(t)=0

t—o0

Set all the uncertainties and perturbation to
zero, i.e., AA=0, AA, =0 and D=0, the
dynamic equation of Eq.(1) can be rewritten a
nominal system,
X(t) = Ax(t) + A, x(t —h) + Bu(t) 4)

Let a state feedback control be u =KX,
where K e R™" is a constant matrix. Then
one can rewrite the dynamic equation of the
nominal system Eq.(4) as,
X(t) = (A+ BK)x(t) + A x(t—h) (5)

In order to exam the stability of the nominal
system which is represented by Eq.(5), a
Lyapunov function is defined as

©)

(6)

Where P and R are symmetric positive
definite matrices.

The derivative of Lyapunov function in
Eq.(6) corresponding to the nominal system
which is represented in Eq.(5) is then given

by,
V = X" (©)Px(t) + x" ()Px(t) + x" (t)Rx(t) —

@-h)x" (t—h)Rx(t—h)
} (7)

K@) x"(t-h)] Q {X
0- _[(A+BK) P+P(A+BK)+R] —PA,
B ~AlP 1-h)R
8

According to the Lyapunov stability
theorem, it is known that if Q>0, the
nominal system Eq.(4) will be uniformly
asymptotically stable for all x(t) e R".

It is well known that one can design the
feedback gain matrix K by using pole

V(t) = X (t)Px(t) + ij (r)Rx(z)d7

X(t)
(t-h)

Where
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assignment method to obtain a set of pre-
specified eigenvalues when (A, B)
controllable and nominal system, so that the

desired system’s performance can be
achieved.

a.

2- Propose Controller:

The design of variable structure controller
with sliding, analysis of nominal system and
then one can do the design and can apply to
the original system then to take an example to
show the simulation results for the designed
controller.

2-1 Analysis of the Nominal System:

By setting all the uncertainties and
perturbation to zero in Eq.(1), i.e. AA=0,
AA=0 and D=0, from Eq.(1)one can obtain
the dynamic equation of the nominal system
as:

X(t) = Ax(t) + A x(t —h) + Bu(t) (9)
Let a feedback control u,, be as:
Uy, = Kx (10)

Where k € R™" is a constant matrix, Then,
one can rewrite the dynamic equation of the
nominal system in Eq.(9) can be written as:

X(t) = (A+ BK)x(t) + A x(t —h) (11)
In order to examine the stability of the
nominal systems Eg.(11), a Lyapunov
function in Eq.(6) is used. The nominal
system in Eqg.(11) is globally uniformly
asymptotically stable if there are exist

symmetric positive definite matrices P and R
such as the following:

[(A+BK)"P+P(A+BK)+R]>0

And

(1-h)R+ A P[(A+BK)"P+P(A+BK)+
R]'PA >0

(12)

(13)
The derivatives of Lyapunov function in
Eq.(6) corresponding to the nominal system
Eq.(11) can be given by:
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V = X" (t)Px(t) + x" ()Px(t) + x" (t)R
X(t) — (1—h)x" (t—h)Rx(t — h)

k) x"@-m] Q { x() }

x(t - h)
Where
_[(A+BK) P+P(A+BK)+R| —PA,
~AlP (1-h)R
(15)

(14)

N

Q

According to the Lyapunov stability
theorem, it is known that if Q>0, then the
nominal system that is represented by Eq.(10)
will be uniformly asymptotically stable for all

X(t) eR", and it is also known that Q is

positive definite if and only if Eqg.(12) and
(13) are fulfilled.

2.2 Switching hyperplane:
In order to stabilize the perturbed time-
varying delay system in Eqg.(1), the VSC
technique is utilized. In general, the design
procedure of VSC technique can be divided in
to two phase. The first phase is to design a
switching hyperplane for the system, so that
once the controlled system enters the
switching hyperplane, the desired dynamic
performance can be generated. In this section
the switching hyperplane of system in Eq.(1)
is designed as:
t
o =Cx—C[(A+BK)xdt (16)
0
Where C € R™" is a constant full rank
matrix and is chosen so that the matrix CB is

non-singular k € R™" also as a constant
matrix that satisfies [3]:

Re[Amax( A+ BK)] <0 (17)
After designing the switching hyperpalne,

the second phase of the VSC design is to
design an appropriate control law so that the

sliding condition o 6(0is satisfied. The
satisfaction of the sliding condition ensures



ECCCM 2011, January 30 - 31, 2011

Control and Systems Engineering Department

University of Technology

that only the switching hyper plane will
attract the trajectories of the controlled system
and also the trajectories will stay thereafter.
When the dynamics of the system in Eq.(1)
are driven into the sliding phase, i.e.
6(x)=0 And o(X) =0

One can know that,
6 =CA X, +CBu—CBKx=0
Therefore it is known that there exists an
equivalent control, u =u,, as:

Uy, =—(CB) ™ CA X(t —h) + Kx (18)

Such thato =0. The closed-loop dynamic
equation after system entering the switching
hyperpalne can be obtained by substituting
into Eq.(10) and the resulting equation is:

% = (A+ BK)x(t) + A X(t —h) - B(CB) ™

CAX(t—h) (19)

= (A+ BK)x(t) + A, x(t—h) (20)

3- Case Study:

Consider the dynamic model [4] with the
following data:
-1 1
-2 -3

A

0.1sin(2t)  —0.3sin(t)
{—o.lsin(t) —0.0753in(3t)}
0 01
Ah{0.5 1}

—0.2sin(2t)
0.1sin(t)
0.2+0.6sin(t)

0.1+ 0.09sin(3t)

0.1sin(3t)
—0.175sin(t)

|

|

|

|
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1 0
B=
[0 0.5}
[ 0.25sin{t) -0.15sin(2t)
~|-0.1sint) 0.05sin(3t)

h(t) = 0.1cos )|

It is clearly known that 0< h (t) <o, h(t) <1.
The main objective is to use the proposed
control scheme of section two to design the
controller to stabilize the system. According
to Eq. (2-8) the switching function is designed

as.
tr-1 171 o
22 2o o
-2 -3]7 |0 05

10
o= X —
0 2 1)
L 0 ) }xdt
-20 -8
. 10
From Eq.(21), it is known that C = 0 2
and CB=B'C" =1. Then the controller is
designed as:
u=Kx

1
Where K =
20

0
8} , and the sign function
is used as a saturation for removing the
chattering problem.

The closed-loop dynamic response of
computer simulation, using MATLAB/
Simulink software is done, for this simulation;
one can use the initial condition as
Xo=[4 -2].

From this information, it is clearly shown
that 0< hy < o, hg >1, the uncertain

matrices and vector AA,AA,, D are
continuously differentiable in x and piecewise
continuous in t. Assume that there was
existing an unknown continuous functions
for an appropriate dimension G,E and F such
as:

AA = BG
AA,=BE

D = BF
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These conditions are so called matching
conditions [4] then, one can compute G, E
and F as:

G- [ 0.1sin(2t) —0.3sin(t)}

| —0.2sin(t) 0.1sin(3t)
c_ [—0.1sin(2t)  0.1sin(3t) }

| 0.2sin(t) -0.35sin(t)
o [ 0.2+0.6sin(t) }

1 0.2+0.18sin(3t)

Then the controller is designed as:
U=u,+u,

=Kx+ Lo
Where K ! 0

ere K=

-20 -8

Then the reachability condition can be given
by:

oo <u,<-Lo

] L is positive scalar.

2

Then since g% >0 always, the reachability
condition is satisfied for any positive value
assigned to L.

The computer simulation of a nominal
closed-loop system without uncertainty is
given as shown in figure (1); and applying it
under Matlab/Simulink as subsystem , figure
(2) illustrates the simulink implementation of
system delay, uncertainty for both (A, Ay) and
disturbances also make a subsystem for using
MATLAB/Simulink.

)

Open loop System
Implementation

Fig.(1) The Simulink implementation of the
open loop system
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- . B {h
SR Wy BN o]
o g e ) o

Rzl

min

nnnnn

nnnnn

aaaaaaaaaaaaa

Fig.(2) The simulink implementation for
system with uncertainty and disturbance.

The closed-loop dynamic trajectory of state
variable X; (with and without delay)
illustrated in figure (3).

4 T T T T

3sh

3R

wl delay

11 without delay

State x1

Time (sec)
Fig.(3) State x1 response with initial
condition =4.

And the same procedures for state
X, are taken place the result is shown in
figure (4).

Figure(5) illustrates the states trajectory (X
against X3) without using the controller.

Note that: from figure (3) to figure (5) the
initial conditions used is X )= [4 -2]".
Figure  (6) illustrates the  Simulink
implementation of the system with designed
controller.

The state trajectory (Xland X2 against
time) is illustrated in Fig. (7) it is clear that
the equilibrium value of both states goes to

Zero.

L L L
2 3 4

L
o 1

10
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%2 delay

#2 without delay

State x2
o

Time (sec)

Fig.(4) State X, response with initial
condition = -2.

State variable

Time (sec)

Fig.(5) State variable without controller.

0
5 —]
=
sz Towar
a Srom
oy m“_l: EI
eap . TaWaispased
sy -
D"e L
wa — [T s
-
naazy
o
g [

Fig.(6) the Simulink implementation of the
system with controller.
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state 11

state x2

State variable

Time (sec)

Fig.(7) State variable with controller.

Finally the phase plane plot of system
without controller and with controller is
illustrated in figure (8), it is clear the sliding
phase when using the controller.

without controller

ast |

witht controller

state variahle x2

25 L L L L L L L
1} 05 1 15 2 25 3 35 4
state variable x1

Fig.(8) Phase plane plot

4- Discussion and Conclusion:

The closed loop dynamic responses of the
computer simulation are given from Fig.(3) to
Fig.(5) with  the initial  conditions
X =[4 —2]".Itisclearly shown that each

state variable approaches to a small bounded
region in finite time as shown in Fig.(7) it is
clear that the equilibrium value of both states
goes to zero, note that the saturation function
is adopted, and both switching function will
enter a small bounded region. The case study
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clearly demonstrates a very good advantage of
the proposed control scheme.

In this work, variable structure with sliding
mode controller is successfully designed for
the system controlled with perturbed time-
varying delays systems.

The VSC scheme is proposed for stabilizing
a class of perturbed time-delay systems. Then
by using the proposed control scheme, the
controlled system is guarantied to have the
global asymptotically stable property.

Furthermore, the knowledge of the upper
perturbations is not required and the desired
systems performance is not required.
Computer simulation results illustrated the
design of variable structure with sliding mode
controller and states trajectory for system
performance are acceptable.

In general, the advantages of the proposed
control are summarized as follows:

The knowledge of the perturbation is not
required.

The perturbation adaptation strategy is
simple to implement.

The tracking accuracy is adjustable.

The exact function of time-delay is not
required.
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Abstract

For stable operation, the governors
are designed to permit the speed to drop as
the load increased. In the steady state
characteristics of such a governor, the speed
of the turbine will be decreased due a slop
when the load increased .This slop is called
the speed regulation facto R ,which is the
ratio of changing in the speed to the changing
in the power for the same interval .The aim
of this paper is to limit the speed regulation
factor R and find the optimal value of its,
where the speed regulation factor R is
importance factor in the in the Load
Frequency Control (LFC) and it is effected
on the stability system . The programs that
used in this paper are illustrated using Matlab
package.

Keywords: Load Frequency Control,
Governor Speed Regulation Factor, Limit
and Optimal.

1. Introduction:

When the load is suddenly increased, the
electrical power exceeds the mechanical
input power .This power deficiency is
supplied by the kinetic energy stored in the
rotating system .The reduction in Kinetic
energy causes the turbine speed and,
consequently, the generator frequency to fall.
The change in the speed is sensed by turbine
governor which acts to adjust the turbine
input value to change the mechanical power
output to bring the speed to a new steady-
state. As the load is increased. The steady-
state characteristics of this process of such
governor is shown in figure(1)[1,2],where
references [1,2] show how do governors with
steady state speed regulation characteristic

interact when there are multiple generators in
a power system. Also these references deals
with the control of the system frequency after
the increasing in the load which leads to
decreasing in the system frequency as in the
figure(1).Reference [3] also show as the load
changes, the governors change the MW
output of the units so that the steady-state
total generation will equal the load. The
actual frequency is the common value that
will cause the total of the unit outputs to
equal the system load. A change in unit MW
output due to changes in system load is
response to governor control. When actual
frequency is not at the rated value, it can be
changed to the rated value by supplemental
control (Load Frequency Control LFC) that
changes the set-points so that the sum of the
set-points equals the system load. The change
in unit MW output due to changes in the set-
points is response to supplemental or LFC
control .All the references in this paper deals
with the steady state speed regulation
characteristic as in the figure (1),but the work
of this paper deals with dynamic response of
the frequency deviation for the speed
regulation factor R and from this way the
paper found the limit & optimal value of R

~.. Speed(pu)

R=—
\ . AP
W, .

LA \ o T

— P _.\

Pl P2
Power pu
Figure (1): Governor steady-state speed
power characteristics [1]
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P1 is the per unit power at the steady state

operation and it is equal to

one per unit (P1=1 per unit).

W1 is the per unit speed at the steady state

operation and it is equal to one per unit

(W1=1 per unit).

P2 is the per unit power at the new steady

state operation and it is equal to a value

greater than P1 .

W2 is the per unit speed at the new steady

state operation and it should be less than W1.

R is the governor speed regulation factor

and represent the slop of the curve in the

figure (1) where [3]

R Aw w2 -wl
AP P2-P1

1)

2. The Power System Diagram:

The primary load frequency control (LFC)
loop of the isolated power system is shown in
figure (2) where each part of the power

system is represent by its transfer
function[4,5]
-APL
APref APg APv APm QA
1 1
e Rl
Governor Turbine Rotating mass
and load
[
|5

Figure (2): Load frequency control (LFC) of
power station system [4] .

Where:
APm is the change in the mechanical
power(output of the turbine)

APmM(s) = APV(S)

. )

APv is the change in the steam value position

(output of the governaor).
APV(s) = L APg(s) 3)
.S

APgis the difference between the reference

1
set power APref and the power (EAW) as

given from the governor speed characteristic,
where
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(4)

Af or Aw(s) is frequency deviation of the
station .

APL is the change in the load.

APref is the reference set power .

H is the inertia constant.

D is expressed as the percent change in load
divided by the percent change in frequency.
For example if the load is change by 1.6
percent for 1 percent change in frequency,
then D=1.6 .

Tg is the governor time constant.

7t is the turbine time constant .

Also figure (2) can be simplified and
represent as in the figure (3) [6][7].

APg(s) = APref(s) — % AW(S)

—4F(s) Aw(s)

2Hs+ D)

1
R+ 7,8)(1+ 5ps)

Figure (3): The equivalent block diagram
LFC of figure(2) [6].
The open-loop transfer function of the block
diagram in figure (3) is

KG(s)H (s) = 1
~ R(2Hs + D)L+ 7,5)(L+17,5)

and the closed-loop transfer function relating
the load change AP to the frequency
deviation Aw is :

)

T(s) = Aw(s) (L+17,8)(A+775) (6)
" —AP(s) (2Hs+D)(L+7,5)(1+7,5)+1/R

Aw(s) = —AP,_ (s)T(s) (7

The load change is a step input, i.e.,

AP (S)=AP /s .
Utilizing the final value theorem, the steady-
state value of Aw is

A, = lim SAW(S) = (~AP,) !

D+l
R

(8)

It is clear that for the case with no
frequency-sensitive load (i.e. with D=0), the
steady-state  deviation in frequency is
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determined by the governor speed regulation,
and is

Aw,, = (-AP,)R ©)
When several generator with governor speed
regulations R1,...,Rn are connected to the
system, the steady state frequency deviation
is given by[8]

(10)

AWss = (_APL)

Now in order to find the range of the speed
regulation factor (R) for control system
stability, we use the Routh-Hurwitz array
.This criterion provides a quick method for
determining absolute stability that can be
applied to an nth-order characteristic
equation of the form:

as"+a, 8"+

+a5+a,=0 (11)

3. The calculation of the speed regulation
factor R:

3.1 The data of the power system:

Consider the system in fig.(3),which have the
following parameters:

Turbine time constant 7; =0.6 sec .
Governor time constant 7, =0.3 sec.

Generator inertia constant H=4 sec .

If the load varies by 0.9 percent for a 1
percent change in the frequency (i.e.
D=0.9).The output power (turbine rated
power or mechanical power) is 250 MW at
the nominal frequency of 50 Hz.

Let be assume that a sudden load change of
50 MW occurs (APL=-0.2pu).

The following above parameters will be in
figure (4) below due to figure (3)

APL(s)=-0.2 pu

Aw(s)

>

85+0.9

1
R(1+0.35)(1+0.65)

Figure (4): The block diagram of above
system[4]
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3.2 The critical value of the speed
regulation factor R and the limitation of it:
Due to the above system in the figure(4).The
first step is find the critical value of the speed
regulation factor R which is show the ability
of the system to be a stable or not stable by
using the Routh-Hurwitz array, then find the
limitation of R  for a stable system as
follow[7][9] .

The open loop transfer function of the above
system as in the equation (5)

KG(s)H (s) = 1 (12)
R(8s +0.9)(1+0.3s)(1+0,65)
1 1 (13)
- R(1.44s% +7.362s% +8.81s +0.9 - (8s+0.9)()1+0.3s)(1+0.6s)
Where
1
K== 14
R (14)
The characteristic equation is given by
K (15)

1+G(s)H(s) = =
OHE) 1.44s° +7.36s? +8.81s+ 0.9

Which result in the characteristic polynomial
equation

1.44s° +7.362s* +881s+0.9+K =0  (16)
The Routh-Hurwitz array for this polynomial
is then:

3| 1.44 8.81
s?| 7.362 0.9+K
o | 63.5632 -1.44K

7.362
s 09+K

Due to the Routh-Hurwitz array, and for a
stable system,
63.5632 —1.44K

(17)
7.362

Or 09+K>0 =K>-09 (18)
Therefore K must be less than 44.1411 or
greater than -0.9 which is neglected because
K is a positive number .So that for stability
system K must be less than 44.1411 and due
to equation (14),the critical value of the
speed regulation factor R is 1/K=
1/44.1411 = 0.0226 .

K<M:K<44.1411
144
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The limit of R for a stable system is: StepResaonse
R>1/44.1411 or R>0.0226 . ‘ ‘ ‘

R=0.0227

3.3 The Simulink method to find the limit
& the optimal value of the governor speed
regulation factor R: T e
The optimal value of the speed regulation £
facto R can be obtain due to the transient
characteristic or dynamic state of the
frequency deviation (Aw,) of the system

- System: sys1

Peak amplitude: -0.0133
_ Orvershoot (%) 198
Attime (sec) §.4

where the best value of R will be at best
response of the frequency deviation (Aw T (sec)

).The response of the frequency deviation of Figure (7) The frequency deviation of
the system in the figure(2) can be obtain by Simulink method with R=0.0227

the Simulink method of Matlab package as in e s

the figure(5) with the data in the section 3.1 R0

.Due to this Simulink and some of the m

Matlab commands ,the parameters of the | ﬁ i

System: ays1

frequency deviation response(rise time, peak | e T 012

time, settling time, time of the frequency SRR AR A e
deviation, frequency deviation, peak
amplitude and the percentage overshoot)[9]
will be calculated in order to find the limit i
and optimal or best value of R as shown in | Ovaranont (3 158
table(1)and figures (6, 7, 8, 9, 10)

System; sys1

per unit

Final Yalug: -0.00584

Ampltuice

9 attime secy 0875

e L \ \ \ \ \ \ \
a 5 10 15 20 25 30 35 40 45
Time [sec)

Figure (8) The frequency deviation of

. ! Simulink method with R=0.03
0.35+1 25400 Dutt
Govemnor Turbine Rotating mass
and load Step Response
-1/R 0 T
L]
/KL. R=0.08
)
-0.005 -
Figure (5) The Simulink of the power system
of the figure (2)[9] ool
B System: sys1
Step Response Ei; Rise Time (sec) 0.519 System: sys1 Syster syst
gé T Sefting Time (sec): 664 Final ¥alug: -0.0149
015 S S TS S S TS TS R S T e B e
| |
| |
; System: sys1 |
-0.02 5 Peak amplitude: -0.0231 '
| Overshaoot (%): 55 |
: At time (sec) 1 54
I - |
oozs 1 1 1
a

Time (sec)

Figure (9) The Frequency deviation of
Simulink method with R=0.08

\ | \ |
500 1000 1500 2000 2500
Time (s8¢

Figure (6) The frequency deviation of
Simulink method with R=0.0226
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-0005 -

-001

ik
it

S

per

Ampiitude

-002 |

-0.025

-0.03

L0015 -

Step Response
T

o
o
o1
o
L

i}

System: sys1
Rise Time (secy 0.657

System: ays1
Peak amplitude: -0.0256

Owershoot (%) 404
Attime (sec) 1.79

R=0.1

System: ays1

R R G R R s R R Sefting Time (sec) T4 b= - =g

System sys1 |
Final Walue: -0.0183

Time (ser)

L
g

Figure (10) The Frequency deviation of
Simulink method with R=0.1

R (pu)

Rise time (sec)

Peak time (sec)

Settling time (sec)

Time of (dwg) sec

Steady state frequency deviation
(Awss) pu

Peak amplitude (pu)

Percent overshoot (%)

0.0226

Not
stable

Not
stable

Not
stable

stable

0.0227

0.457

4130

-0.0133

198

0.026

0.166

61.4

-0.0141

178

0.03

0.192

31

-0.0149

156

0.04

0.255

17.3

-0.00772

-0.0169

119

0.05

0.32

123

-0.00957

-0.0186

94.6

0.06

0.386

9.71

-0.0114

-0.0202

77.8

0.07

0.452

8.4

-0.0132

-0.0217

64.9

0.08

0.519

8.64

-0.0149

-0.0231

55

0.09

0.588

7.28

-0.0167

-0.0245

47

0.1

0.657

7.44

-0.0183

-0.0258

204

0.11

0.728

5.8

-0.02

-0.027

34.9

0.12

0.8

6.02

-0.0217

-0.0282

30.3

0.13

0.874

6.19

-0.0233

-0.0294

26.4

0.14

0.95

6.31

-0.0244

-0.0306

23

0.15

1.03

6.34

-0.0264

-0.0317

20.1

0.2

1.43

5.07

-0.0339

-0.0373

10

Table (1) The parameters of the frequency

deviation response due to the Simulink
method in the figure (5)

The  figures(6,7,8,9,10) represent the
response of the frequency deviation due to
the Simulink method in the figure(5) for
different speed regulation factor R (0.0226,
0.0227, 0.03, 0.06 and ,0.1) respectively and
it is chosen arbitrary from table(1) .Due to
this table when the speed regulation factor R
increase from (0.0227 to 0.2) for a stable
system, the steady state frequency deviation
Aw,, will be increase as shown in the

figure(11) also the rise time ,peak time and
the peak amplitude will be increase , this is
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from side but from the other side the time of
the steady state frequency deviation (time of
Aw )Will be decrease as in the figure(12)

also the settling time ,and the percentage
overshoot will be decrease .In general form
and for optimization stable system ,the steady
state frequency deviation (Aw, )and the time

of Aw, rise time, peak time, settling time,

and peak amplitude should be at lesser values
as possible as, but it is impossible in this case
because as example for lesser value of steady
state frequency deviation (Aw,)there will

be a higher value of time of Aw_. Also for a

higher value of steady state frequency
deviation (Aw,,), there will be a lesser value

of time of Aw,. So that in order to solve this

problem ,the speed regulation factor R should
be chosen as a middle case between the two
above cases (Awg and time of Aw_), unless

the designer or the system assume some
assumption such as the system need a very
small rise time or need a very small steady
state frequency deviation (Aw,) in spite of

the higher value of the time of the frequency
deviation therefore in this case the designer
should be choose a small value of R as in
table(1) .Now for a stable system and without
any assumption and for a middle case, the
optimal value of the speed regulation factor
is R=0.08, for the same data in section 3.1
Therefore the parameters of the frequency
deviation response for R=0.08 are:

The per unit steady state frequency deviation
Aw =-0.0149.

The steady state frequency deviation Aw,, in
Hz is Aw,= -0.0149 * 50 = 0.745 Hz

(assume that the frequency is 50 Hz).The
system frequency =50-0.745=49.255 Hz

The time of the steady state frequency
deviation Aw =12 sec.

The peak amplitude =-0.0231 per unit.
The overshoot =55 % .

The rise time =0.519 sec.

The peak time =1.54 sec.

The settling time =8.64 sec
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0.035

0.031

0.025 -

(per unit)

0.02r

steady state frequency deviation

0.015 -

001 L L ! L ! L L L L
0oz o004 006 008 01 012 014 016 0168 02 022

Speed Regulation Factor R

Figure (11) Variation of the steady state
frequency deviation with the speed regulation
factor R

a0

80

70

B0 [

a0

(sec)

40t

30

201

Time of the frequency deviation factor

10F

0 L L . L L . L L .
002 004 006 008 041 042 014 016 018 02 022
Speed Regulation Factor R

Figure (12) Variation of the time of the
steady state frequency deviation with the
speed regulation factor R

4. The Steady State Characteristic of the
Governor Speed Regulation Factor R:

There is no way to find the optimal value of
the speed regulation factor R due to the
steady state characteristic of R (static state)
as in the figure(13),because there is no
parameters can be depend on it to choose the
best value of R, instead of the transient
characteristic (dynamic state), as in table(1)
and the figures(6,7,8,9,10) where best value
of R will be due to the best response of the
frequency deviation and this depend on the
parameters of the frequency deviation
response(rise time, peak time ,settling time
the time of the steady state frequency
deviation, the steady state frequency
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deviation, the peak amplitude and the
percentage overshoot) .

The figure (13) represent many specific
values of the speed regulation factor
R(0.0226546,0.05,0.07,0.1,0.15,0.2)choosing
arbitrary from table(1) .These lines represent
the slope of the relation between the
frequency and the power after the steady
state as in the figure(1)

1.005

1 1
R=0.0226545

0.995 -

o

o

@
T

[per unit)

0.965 -

frequency

096+

0.975 -

0.97 -

0.965 L L L L 1 L L 1 L
025 0255 026 0265 027 0275 028 0285 029 0295 03

Power(per unit)

Figure (13) Governor steady state frequency
power characteristic for different values of
the speed regulation factor R

5. Checking the Result:

5.1 First check:

From table(1),and in order to make a first
check for the solution of the method of the
Simulink that used in section 3.3 to find the
limitation and optimization of the speed
regulation factor R.

Figures (6,7,8,9,10) represent the frequency
deviation response at R equal to (0.0226,
0.0227, 0.03, 0.08 and 0.1)respectively and
due to these figures, the system is unstable
for R=0.0226 and stable for R(0.0227 ,0.03,
0.08 and 0.1) .Therefore the critical value of
speed regulation factor R is 0.0226 and the
system is stable for R>0.0226 which is the
same result that got it from section 3.2 due to
the Routh-Hurwitz method .

5.2 Second check:

Now in order to make a second check for the
solution of the method of the Simulink of
Matlab package that used in section 3.3, let
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take as example R=0.0227 ,R=0.08
R=0.1.

Due to the data in the section 3.1, APL=0.2,
D=0.8 and from equation (8)

The steady state frequency deviation (Aw,, )

will be:

and

1

Awg = lim SAW(s) = (-AP, ) =-02*% =-0.00445 pu
5550 1 1
D+— 0.8+
R 0.0227
Awg; = lim sAw(s) = (—APL)# ——02 1~ 001503200149 pu
s
D+— 0.8+——
R 0.08
Awy = lim sAw(s) = (-AR,) ! T =-02* =0.0185 #0.0183 pu
P
D+— 0.8+—
R 0.1

Which is the same result that got it from table
(1) for R=0.0227 ,R=0.08 and R=0.1 as in the
figures (7,9,10) .

6. Conclusion:

The aim of this paper is to find the limit and
the optimal value of the governor speed
regulation factor R. The limit of R can be
calculated due to the Routh-Hurwitz or due
to the Simulink method of Matlab package as
in the section 3.3 and due to the data in
section 3.1,the limit of the governor speed
regulation factor R for a stable system is
R>0.0226 ,but it is very difficult to find the
optimal value of the governor speed
regulation factor R due to the Routh-Hurwitz
or other calculation methods or even from the
steady state frequency power characteristic
(static response) as in the figure(13). It must
be find the dynamic response of the system,
that’s mean find the transient response of the
frequency deviation in order to find the
optimal value of R ,where best value of R
will be due to the best response of the
frequency deviation depending on the
parameters of this response (rise time, peak
time, settling time, time of the frequency
deviation, steady state frequency deviation,
peak amplitude and the overshot). The
Simulink method of the Matlab package in
section 3.3 can be find the dynamic response
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(frequency deviation response) of the system
as in the table(1) and the figures(6,7,8,9,10).
Due to this table, the optimal or the best
value of the governor speed regulation factor
R for a stable system is R=0.08 without any
assumption from the designer where the
designer can be choose any value of R for a
stable system depending on the parameters of
the response of the frequency deviation (rise
time, peak time,.....etc) as in the section 3.3.
A two check are applied on the Simulink
method in section 5 .1 and 5.2 to vary the
result and it is found applicable.

References:

[1] Green, B., 2009,"Governor and AGC
control of system frequency", TRE
Technical workshop.

Bian, J.,"Generator frequency response",
NERC, North American electric
reliability corporation, 2009.

RKG, 2008,"Governor/AGC model with
and without governor deadbands”.
Saccomanno, F., 2003,"Electrical Power
System Analysis and Control", John wily
& sons, publication.

Glover J.D & Saram, M.
,2002,00"Power System Analysis and
Design", BROOKS/COLE :THOMSON
LEARNING

Hoa D. Vu & J. C. Agee, 2002,"WECC
Tutorial on Speed Governors”, WECC
control work group.

Ogata, K., 2002,"Modern Control
Engineering", Prentice Hall.

Weedy, BM & Cory, B. J, 2004,
"Electrical Power System", Johnwiley &
sons.

Benjamin, C. & Golnaraghi, F., 2003,
"Automatic Control Systems ", John
wiley& sons, Inc.

2]

[3]
[4]

[5]

[6]

[7]
[8]

[9]



ECCCM 2011, January 30 - 31, 2011 University of Technology
Control and Systems Engineering Department Baghdad-Iraq

Topic 2

Robots and
Their

Applications

89



ECCCM 2011, January 30 - 31, 2011
Control and Systems Engineering Department

University of Technology
Baghdad-Iraq

Paper Reference: ECCCM 10/34

HUMAN ARM SIMULATION BASED ON MATLAB WITH VIRTUAL
ENVIROMENT

Dr. Mohammed Z. Al-Faiz, MIEEE
Computer Engineering Department
Al-Nahrain University
mzalfaiz@ieee.org

Dr. Abduladhem A. Ali
Computer Engineerig Department
Basrah University
abduladem1@yahoo.com

Abbas H. Miry
Electrical Engineerig Department
Al-Mustansiriyah University
abbasmiry83@yahoo.com

Abstract

This work presents a novel simulation
methodology applied to a human arm. It is
aimed to allow the robotic system to perform
complex movement operations of human arm.
The human arm is represented by using

virtual reality (VR). The work includes
mathematical modeling of the direct
kinematics ,inverse kinematic and the

dynamics of the human arm .The model
permits direct forward dynamics simulation,
which accurately predicts hand position, also
presents a solution to the inverse problem of
determining set of joints angle to achieve a
given position or motion. The method
implements in the 3D space and uses the
Simulink/ MATLAB Ver.2009a approach.
This methodology can be used with different
robots to test the behavior and control laws.

Keywords: Human Arm, Inverse Kinematic,
Levenbrge marquite, Virtual Reality.

1. Introduction

Robotics is one of the main disciplines in
the industry which can be used in the
development of new technologies. The
synergy of robotics with the different
applications like submarine task, car assembly
operation, vision systems and artificial
intelligence allows the innovation and reduces
the manufacture costs. For this purpose, it is
important that the robot programmers are able
to visualize and test the behavior of the robots
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in different circumstances and with different
parameters [1].

Motion is one of the most natural and
important activities that a human being can
practice, even before birth. Thus, one of the
major difficulties by those who are fitted with
prosthetic devices is the great mental effort
needed during the first training stages. This
makes it very difficult to precisely detect the
spatial position as well as the forces done by
the prosthesis in replacement of the muscle.
This problem is still more complicated when
working with upper limb prosthesis, whose
function is to simulate its biological
equivalents (shoulder, arm, forearm, elbow,
and wrist).All these mechanisms present a
very efficient system with a lot of information
(degrees of freedom, speed, angles etc) to be
simulated and absorbed by brain commands
to help professionals dedicated to special
physical needs patient rehabilitation [2].

Some other works only make a 3D virtual
that deal with the use of Matlab for systems
simulations, M. Z. Al-Faiz[3]presents
architecture for posture learning of an
anthropomorphic ~ robotic ~ arm  using
Matlab/Simulink with virtual reality. The
approach was aimed to allow the robotic
system to perform complex movement
operations of human arm; in this paper only
forward kinematic is used in the simulation.
B. Lee et al [4] presents the simulation of
humanoid walking pattern using 3D simulator
with Virtual Reality Toolbox. By using the
Virtual Reality Toolbox incorporated with
MATLAB, The simulator was composed of
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three modules, namely, waking pattern code,
kinematics code and display code. V. Sanchez
et al [1] simulated methodology of the 5-DOF
includes mathematical modeling of the direct,
inverse and differential kinematics as well as
the dynamics of the manipulator. This method
was applied to test the robot CATALYST 5
by using a project in Simulink and Matlab
.The method implements the path following in
the 3D space and uses the Matlab-Simulink
approach.

The main objective of the present work is
to show a complete simulation of human arm,
where, the combination of Matlab/Simulink
and virtual reality is proposed. The method
allows to manipulate the human arm system
and to visualize the robot’s behavior from
different perspectives.

2. Human Arm Modeling

The modeling of a manipulator robot with
n degree of freedom (DOF.) can be divided in
three steps: Direct Kinematics, Inverse
Kinematics, and Dynamics.

2.1. Kinematics of Human Arm Based
Levenberg-Marquardt Algorithm

Kinematics is the study of motion without
regard to the forces that create it. The
representation of the robot’s end-effecter
position and orientation through the
geometries of robots (joint and link
parameters) are called forward Kinematics.
The forward kinematics is a set of equations
that calculates the position and orientation of
the end-effectors in terms of given joint
angles. This set of equations is generated by
using the D-H parameters obtained from the
frame assignation [5].The inverse kinematics
problem (IKP) for a robotic manipulator
involves obtaining the required manipulator
joint values for a given desired end-point
position and orientation. It is usually complex
due to lack of a unique solution and closed-
form direct expression for the inverse
kinematics mapping [6].

91

2.2 Structure and Kinematics of Human
Arm

The development of a high-DOF,
kinematic is discusses human arm model that
can be used to predict realistic human arm
postures. One may deal with human arm by 7-
DOF and assume the origin at shoulder joint.
The first joint is the shoulder joint s with 3
DOFs.

Fig.1. Kinematic chain of human arm

The elbow joint e has only one DOF. The
wrist joint w is of the same type as the
shoulder joint s and also has 3 DOFs. Note
that the arrow at the end of the chain indicates
the end effectors orientation and is not
another link. It can be focused on a kinematic
chain that is formed after a human arm. This
means the kinematic chain has 3 joints with
spherical joints as shoulder and wrist joint and
a hinge joint as the elbow joint. The spherical
joints have 3 DOFS while the hinge joint has
only one DOF, giving a total of 7 DOFs for
this kinematic chain, see Fig.l. The
homogeneous transformation matrices for the
frame transitions are set up with D-H
parameters.
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Table 1. D-H Parameters of human arm T =Aq* Ay * Ag* Ay * Ag * Ag *
nx ox ax dx
Frame | g d; aj 0 A | oy ay dy (1)
(joint) | (rad) | (cm) | (cm) | (rad) "|nz oz az dz
2 G2 0 0 /2 2.3 Dynamic of Human Arm Based Genetic
3 03 0 20 -1/2 Algorithm
4 0s 0 o5 2 Decentralized cor_1tro|_ has been widely
accepted by the robotics industry due to ease
5 Os 0 /2 of implementation and tolerance to failure.
6 U 0 /2 Conventional controllers for industrial robots
7 q 0 - are based on independent joint control
! schemes in which each joint is controlled
separately by a simple position servo loop
with predefined constant gains [7]. In this

It has following transformation matrices paper ,the proposed scheme is based on the
cl —s1 0 07 principle of treating each joint as a subsystem

A1 =10 0 -1 0 in which the joint dynamics are modeled by a
st ¢c1 0 0} third order system plus a disturbance torque,
-0 0 0 1- By a simple disturbance cancellation
€2 —s2 0 0] procedure, the disturbance in the joint

a2=10 0 -1 0 dynamic equation is directly rejected so that
sz c2 00 simple fixed linear joint controllers can be
2603 _23 00 a13 ) readily designed .Fig .1 shows the structure of
0 0 1 0 Human arm which has 7 Degree Of

AB=|3 _3 o 0 Freedom(DOF),this mean seven motor are
L0 0 0 1 used to represent movement of human arm
c4d —s4 0 a4 with independent joint control . The equation

a4 =10 0 -1 0 describing the dynamic behavior of the DC
s4 ¢4 0 0 motor is given by the following equations:

Lo 0 0 1
c5 —s5 0 0 G(s)

As—=|0 0 10 ~ K,

505 _55 8 g " [LaS? + (RaJ + BLa)S? + (K,K; + RaB)S]
6 —s6 0 0 (2)

A6 = 506 CO6 01 00 As PID controller has simple structure,
Lo 0 0 1 easy to understand, the tuning technique
rc7 —=s7 0 0 provides adequate performance in the vast

a7 =| 0 0 1 0 majority of applications, the PID controller is
—s7 —c7 0 0 widely used in most industrial processes

0 0O 0 1 ,despite continual advances in control theory

it cannot Effectively control complicated or
_ ] o fast system such as motor controlled systems,
theta, the forward kil’lematiC represents by T depends on three parameters (P, |’ and D) and

gain must be manually tuned by trial and
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error. Most PID tuning rules use conventional
methods. This requires considerable technical
experience to apply tuning formulas to
determine PID controller parameters.

GA is a stochastic global adaptive search
optimization technique based on the
mechanisms of natural selection. Recently,
GA has been recognized as an effective and
efficient technique to solve optimization
problems .As a mathematical means for
optimization, GAs can naturally be applied to
the optimal-tuning of PID controllers. With
reference to a step input signal, the entire
system will generate an output step response.
The role of the PID controller is to drive this
output  response  within  the  wuser’s
specifications. Obviously, the parameter
settings of the PID controller should be fine
tuned so as to meet as high requirements as
possible. In this paper, genetic algorithm is
operated with  following: number of
population =20, probability of crossover is
0.8, probability of mutation is 0 .01.

The most crucial step in applying GA is to
choose the objective functions that are used to
evaluate fitness of each chromosome. Some
works use performance indices as the
objective functions. The objective functions
are Integral of Time multiplied by Squared
Error (ITSE), Integral of Time multiplied by
Absolute Error (ITAE), Integral of Absolute
Magnitude of the Error (IAE), and Integral of
the Squared Error (ISE), integral term become
summation in the discrete time.

The PID controller is used to minimize the
error signals, or we can define more
rigorously, in the term of error criteria: to
minimize the value of performance indices
mentioned above. And because the smaller
the value of performance indices of the
corresponding chromosomes the fitter the
chromosomes will be, and vice versa, we
define the fitness of the chromosomes as

: 3)

Objectivefunction

In this paper a multi objective is introduce to
get better time response by replace fitness
value in Eq (4) by

fitnessvalue =
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1
- wxtg+w*ov+O0bjectivefunction
Where
Obijective function is taken from Eq (3).
w >>1 since the value of performance index is
very large with respect to the settling time and
over shot.

(4)

3. Inverse Kinematics Solution Using
Optimization Method

The problem of inverse kinematics is not
linear, as rotations are involved. This means
that analytical solutions are only available in
limited situations. In all other cases,
alternative methods will have to be employed.
The most-used alternative is numerical
solutions. Analytical solutions are the best
option to use when available, as they are the
fastest and most reliable inverse kinematics
solvers. The problem of analytically solving
inverse kinematics is that it does not scale to
more complex bone sets and is therefore only
an option for simple situations, like robot
arms with few joints, or a single human leg
The numerical solution that can be utilized to
solve the inverse kinematics problem is
through the use of existing optimization
algorithms. For optimization of a reference

joint angle configuration regarding the
similarity measure, one can use the
Levenberg-Marquardt algorithm. The

algorithm provides a standard technique for
solving nonlinear least squares problems by
iteratively converging to a minimum of
function expressed as sum of squares.
Combining the Gauss-Newton and the
steepest descent method, the algorithm unites
the advantages of both methods. Hence, using
the LM method, a more robust convergence
behavior is achieved at points far from a local
minimum, while a faster convergence is
gained close at a minimum. Due to its
numerical stability, the LM method has also
become a popular tool for solving inverse
kinematics problems as demonstrated in
[8].The LM algorithm is an iterative
technique that locates a local minimum of a
multivariate function that is expressed as the
sum of squares of several non-linear, real-
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valued functions. It has become a standard
technique  for  nonlinear  least-squares
problems, widely adopted in various
disciplines for dealing with data-fitting
applications. LM can be thought of as a
combination of steepest descent and the
Gauss-Newton method. When the current
solution is far from a local minimum, the
algorithm behaves like a steepest descent
method: slow, but guaranteed to converge.

E(x) =53 e (x)e(x)(5)

The Gauss-Newton method can be written as
XKL = ok — [J(xF). J ()7 T (F). e ()
(6)

LM method can be expressed with the scaling

factor
xk+1

= x* = [J(). JEOLIT T (). e(x*)
(7)

Where | is the identity matrix[9].

It required minimizing the error between the
target transformation matrix and calculated
transformation matrix, the problem can be
formularizing as optimization problem as
following:

[lde - dx|]
N |Pd — dy|
Minimize e(q) = |'"Y | (8)
|P4 — dz|
|- |
Subject to
@' < q; < q¥, i=1...7

Where p¢ Target position in the space.These
constrain become

a'—q; <0 g —q% <0 i=1...7
By convert this constrained problem to

unconstrained problem using penalty function
[10], the problem become

'|de - Xm_
|Pyd - dy|
P —dzl| (9)
Gli
GZi

e(q) =

Gy = maxf?é’{), CRD)]

Gy = maxi(0, (q; —q*))) =1...7,

Eq (9) becomes unconstrained objective
function to be minimized.

4. Virtual Reality

With the advent of high-resolution
graphics, high-speed computing, and user
interaction devices, virtual reality (VR) has
emerged as a major new technology in recent
years. An important new concept introduced
by many VR systems is immersion, which
refers to the feeling of complete immersion in
a three-dimensional  computer-generated
environment by means of user-centered
perspective achieved through tracking the
user. This is a huge step forward compared to
classical modeling and CAD/CAM packages,
VR technology is currently used in a broad
range of applications, the best known being
flight simulators, walkthroughs, video games,
and medicine (virtual surgery). From a
manufacturing standpoint, some of the
attractive  applications include training,
collaborative product and process design,
facility  monitoring, and management.
Moreover, recent advances in broadband
networks are also opening up new
applications for virtual environments in these
areas [11].

5. Proposed Model and VR Simulation for
a Human Arm

The simulator was built using MATLAB
with Virtual Reality Toolbox. MATLAB
provides powerful engineering tool including
frequently used mathematical functions. It is
easy to implement control algorithm including
visualization of data used in the algorithm. In
addition, by using Virtual Reality Toolbox, it
is convenient to treat 3D objects defined with
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VRML (Virtual Reality Modeling Language).
Thus, it is possible to build a simulator within
a relatively short period. Virtual Reality (VR)
is a system which allows one or more users to
move and react in a computer generated
environment. The basic VR systems allow the
user to visual information using computer
screens. The simulation contain two part ,first,
building model for human arm in VRML,
second, constitution the Simulink model in
MATLAB then call and run the model of
human arm using virtual reality toolbox.

5.1. The VRML Model for Human Arm

To realize the VRML model for Human
arm save the file as All.wrl file, which is the
file format for Virtual Reality software, the
VRML model of the Human arm was
designed in VV-Realm Builder 2.0 .In Fig.2 is
presented the VRML model of the Human
arm. In V-Realm Builder 2.0 program it was
defined the viewpoints, the background
properties, the properties for each element, its
position and orientation, etc. In Fig.3 is
presented the V-Realm Builder 2.0 captured
screen with all the views of the VRML model
of the Human arm.

5.2 The Simulink Model for Human Arm

The VRML model represents a Human
arm. It is manipulated by a simple Simulink
model as it can be seen in Fig.4. As it can be
seen from Fig.4 the Human arm is represented
by several blocks: the first one named Target
position which is represent the desired target
,the second block calculate the inverse
kinematics of desired target to produce
desired angle, the third block is dynamic part
which contain PID controller and fourth part
IS simulation part using virtual reality.

6. Simulation Results

The implemented simulation of human
arm which built in VR technique, the solution
of inverse kinematic equations and control of
joints are achieved by MATLAB Ver.R2009a.
Fig.4 represents the connection between
MATLAB\Simulink,  which  solve the
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kinematic equations, and VR model of human
arm. The moving commands for this model
are calculated in MATLAB and then they
implement in VR. Different cases of PID
control are studied and illustrated in Fig.
5,6,7,8 and 9 From Fig.7,8,9 it can be seen
the ability of performed GA based PID tuning
with our fitness function ,that remove the
overshoot and reduce the settling time with
lower error, finally the trajectory of human
arm using the proposed fitness function has
better motion . As inputs sources for the
block that represent the target positioning
kinematics part ,joint angle of human arm are
calculated using optimization  method
(Levenberg-Marquardt algorithm).In dynamic
part two methods of controlling are used, first
using proptional gain equal to one, second
using PID control tuning by genetic
algorithm.

7. Conclusion

This paper presents the mechanical
analysis of human arm joints (shoulder, elbow
and wrist).The modeling of the human arm
includes direct and inverse kinematics as well
as dynamics. This method was applied to test
the human arm control by using a project in
Simulink/Matlab  with virtual reality. A
proposed method was represented in the 3D
space the simulation show the good
performance of the proposed methodology.
From the obtained results, it can be concluded
that, The Virtual Reality is useful to test the
viability of designs before the implementation
phase on a virtual reality prototype, the
ability of performing of GA based PID tuning
for human arm .The system is of flexibility
due to the easy program language. So it is
really useful before lab experiment and
hardware design for human arm. It gives a
clear direction to the design of human arm
control system and the entire optimum design.

Appendix: Dynamic of DC Motor

The equations describing the dynamic
behavior of the DC motor are given by the
following equations;
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v=Ri+L=+e, (10)
T = Ky *ig(6)(11)

o d%e(t) daa(t)
T =] =% +Bd9% (12)
eb = eb(t) = Kb? (13)

After simplification and taking the ratio of
0(s)/ v(s) we will get the transfer function as
below,

o(s)
G@):Rgz
Kp

[JLaS3 + (RaJ+BLa)S? +(KpKT+RaB)S]

(14)

When an industrial robot transfers objects of
different masses, the dynamics of DC motor
will be changed, also, for disturbance
rejection it is more efficient PID control
system which it is well known as a simple and
useful method to control manipulators. Many
industrial robots use a form of so called PID
control law [12] as

Gg + kpe + kqé + k; [ edt = u(15)

Where u is the control law vector, e = g4 — q
is the position error vector, q,is the desired
joint angle vector, qis the joint angle vector,
ky, kgand k;are the coefficient of PID

controller.
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Abstract: and satisfied results are obtained, that

Surface electromyography (SEMG)
measurement technique for the signal was
produced through the contraction of muscle
in human body. The surface electrode is
connected on the skin of the muscle. This
paper presents off-line design for estimation
of the actual joint angle of human leg was
obtained in performing flexion-extension of
the leg at slow and high speeds movement.
The design is composed of two phases. The
first is measured of real EMG signal of
human leg performance by using SEMG
technique and processing this signal with
filtering, amplification and then normalized
with maximum amplitude. The second phase
is artificial neural network (ANN) design
was trained to predict the joint angle from
the parameters were extracted from the
SEMG signal. Three main parameters of
EMG signal are used in prediction process:
Number of turns in specific time period,
duration of signal repetition and amplitude
of signal. The design of ANN is included
the identification of performance human leg
EMG signal with two speed level (slow-fast)
and estimation of knee joint angle by
recognition process depended on the
parameters of real measured EMG signal.
The real EMG signal is measured from full
leg-extension to full leg-flexion by (3 sec)
with slow motion and (1 sec) at fast motion.
Root mean square (RMS) errors were
calculated between the actual angle
(measured by the trigonometric formula was
applied with any human leg gives real EMG
signal measurement) and the angle predicted
by the neural network design. This design is
simulated by using MATLAB Ver. R2010a,

explains the ability of estimation of joint
angle for human leg, where the RMS errors
are obtained from (0.065) to (0.015) at fast
speed leg flexion -extension and from (
0.018) to (0.0026) at slow speed leg
flexion-extension.

Keywords:  Surface  Electromyography
(SEMG), Artificial Neural Network (ANN).

1- Introduction

Surface  electromyography  (SEMG)
signals provide a non-invasive tool for
investigating the properties of skeletal
muscles. The bandwidth of the recorded
potentials are relatively narrow (50-500 Hz),
and their amplitude is low (50 pV - 5 mV).
These signals have been used not only for
monitoring  muscle  behavior  during
rehabilitation programs, but also for the
mechanical control of prostheses. In this
context, it is important to be able to
correctly predict which movement is
intended by the user. The SEMG signal is
very convenient for such application,
because it is noninvasive simple to use, and
intrinsically related to the user’s intention.
However, there are other useful variables,
especially those related to proprioception,
for example: the angle of a joint, the
position of the limb, and the force being
exerted [1,2].

Specifically, for the development of an
active leg prosthesis that also possesses
ankle and foot axes, it is necessary to use
other sources of information besides SEMG.
Thus, the wuse of myoelectric signals
combined with other variables related to
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proprioception may improve the reliability
in closed-loop control systems. Fig.1.
presents the typical main components of
general myoelectric pattern recognition. The
SEMG signals are acquired by surface
electrodes placed on the skin over muscle(s)
of the user. The signals originating from the
electrodes are pre-amplified to differentiate
the small signals of interest, and then are
amplified, filtered and digitized. Finally, the
information is transferred to a myoelectric
controller[3].

Preprocessing |y Feature Feature
Extraction Projection
‘ Patterns _Myoelectric
Classification Patterns

Fig.1. Typical main components of a
general myoelectric controller based on
pattern recognition.

The knee joint is one of the most complex
synovial joints that exist in the human body,
whose main functions are: to permit the
movement during the locomotion, and to
allow the static stability. The mobility
associated with the knee joint is
indispensable to human locomotion and it
helps the correct foot orientation and
positioning in order to overcome the
possible ground irregularities. In the knee
articulation, there are three types of motion,
namely, flexion, rotation, and sliding of the
patella. The knee joint includes three
functional compartments, medial, lateral,
and patello-femoral, which make the knee
quite susceptible to injures and chronic
disease, such as displacement, arthritis,
ligaments rupture, and menisci separation.
In fact, the greatest number of human
ligament injuries occurs in ligaments of the
knee. The knee joint is surrounded by a joint
capsule with ligaments strapping the inside
and outside of the joint (collateral ligaments)
as well as crossing within the joint (cruciate
ligaments). [4].

The muscles of the lower limbs are larger
and more powerful than those of the upper
limbs. These muscles can be divided into
three groups and they are shown in Fig.2.
[5,6]:

—Muscles that move the thigh.

—Muscles that move the leg.

—Muscles that move the foot and toes.
Movements of the knee:

The principal knee movements are flexion
and extension, but note on The capsule is
attached to the margins of these articular
surfaces but communicates above with the
suprapatellar bursa (between the lower
femoral shaft and the quadriceps),
posteriorly with the bursa under the medial
head of gastrocnemius and often, through it,
with the bursa under semimembranosus. It
may also communicate with the bursa under
the lateral head of gastrocnemius. The
capsule is also perforated posteriorly by
popliteus, which emerges from it in much
the same way that the long head of biceps
bursts out of the shoulder joint.

Hip joint

Cracilis

Sartorius

Rectus
femoris

miteninosus

Gustrocnemius

Fig.2. The Human leg muscles that caused
flexion / extension knee joint [7].
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The capsule of the knee joint is
reinforced on each side by the medial and
lateral collateral ligaments, the latter
passing to the head of the fibula and lying
free from the capsule. Anteriorly, the
capsule is considerably strengthened by the
ligamentum patellae, and, on each side of
the patella, by the medial and lateral
patellar retinacula, which are expansions
from  vastusmedialis  and lateralis.
Posteriorly, the tough oblique ligament
arises as an expansion from the insertion of
semimembranosus and blends with the joint
capsule [7,8].

2- EMG Characteristics

A motor unit action potential, or MUAPs,
IS a summated action potential as detected
from all the muscle fibers in the same motor
unit. It is the summation of all the MFAPs
produced by fibers of the MU. The shape
and characteristics of a MUAP are shown in
Fig.3. Now can be summarized the
characteristics of EMG or the O/P from
MUAP where. It will cover the following
characteristics are: Duration / Amplitude /
Area / Area- Amplitude, the Area to
Amplitude Ratio (AAR) [Thickness] / Size
Index Firing Rate / Firing Rate per Motor
Unit (FR/MU) / # of Phases / % Polyphasic
MUAPs / # of Turns [8].

1111111111111111111111111111111

111111111111

- o o o -

Fig.3. Characteristics of a EMG signal [9].

Now the simple explanation of them will
present classification, the amplitude is
consistently reduced or normal (5 to 850
mV) in myopathic cases, but can vary
between reduced and very high for
neuropathic cases. Amplitude also has
correlations with other characteristics that
may make it valuable to graph it on a two
dimensional scatter plot with another
characteristic. Amplitude and Duration are
positively correlated. Amplitude and AAR
are negatively correlated which leads to
more separable data distributions when the
two are plotted together. [8,9].

2- Real EMG Signal Measurement

There are many important parameters
must be take under consideration in the
measurement process. The most important
parameter in the measurement process is
selecting of position for electrodes and
clinical information of the job.
A. position of electrodes:
There are nine muscles up and down of knee
joint are affecting in the movements of knee.
From the clinical information and practice
experiential, the best position of electrodes
to recognize the maximum amplitude for
flexion/extension  knee  joint.  Fig.4
(a&Db).represent practice experiment to
select the position for two electrode to get
the EMG signal at the movements of joint.
In this paper | used four muscles that have
min effect for flexion/extension knee joint.
The EMG signal recorded by using SEMG
electrodes therefore must be used four
electrodes at the same moment ( i.e. four
channels recorded ) this property don’t
available practically in my country therefore
we used off-line technique for estimation of
joint angle by using EMG signal[10,11].
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Fig.4. Location of SEMG on human leg. 100 me 200,V

B. Recording SEMG Data:

In this paper the real SEMG signals were
recorded by the following procedure:

» Record the signal with relax and no
movement in the knee joint (spontaneous
case).

» Record the signal from full extension to
full flexion of knee joint with time (3 sec) § . 100 ms 200 uV
(i.e. slow motion of leg). it N '
» Record the signal from full extension to
full flexion of knee joint with time (1 sec)
(i.e. fast motion of leg).

> Repeated the items 2&3 with angle of
flexion about 45° , 90° 135° or max angle
implement from human.

Fig.5(a-d) represents the photos of SEMG
signal for main leg muscles that caused ! “ s Tace i e B
flexion /extension knee joint and these | 1o0me 200mY
processing achieved by using the
instruments in AL Yarmook, Education
Hospital in Baghdad.

The data for this experiential is recording
with single channel, this problem caused the
design is achieved off line where for each
movement must take four runs to get full
data.

Fig.6. represent example for SEMG signal
was made preparing the signal by using
filtering and amplification and these
processing was achieved by used EMG Lab
software where, it has ability for processing
with real data recorded from Micromed

Fig.5. Photo of real SEMG signal from
Micrmed measurement model.
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Fig.6. Real SEMG signal represent by EMG
Lab software.

4. Design of Estimation Joint Angle

The angle of Knee joint in this paper is
calculating by two methods as follow: the
first practice method by using trigonometric
relationship with the posture of human leg to
get angle of knee joint before measurement
the real SEMG that is using in the second
design for estimation the joint angle. Fig.7.
explain the geometry for human leg that
used the trigonometric form to calculate
angle joint, these calculation is achieved
with assumption that the radius of cross
section area of normal human leg with age
25 yearsis (r=13 cm ) [12,13]

finrad &= e 180 (1)
T

Where (R) is represent the length of lower
leg (from knee joint to ankle joint) and ( S )
is represents the length ot arc from initial

S=Rg, 9=§;
R

position of ankle joint to its second position,
while ( © ) is the angle of flexion/extension
knee joint.

The second method for estimation angle of

joint is designing by using ANN approach,
Fig.8 explain the diagram of design. The
design is consists to two main stages:
The identification stage: From the
explanation of movement knee joint, there
are nine muscles in the human leg consists
the movement of the joint but there is four
main muscles caused the angle joint of
flexion/extension joint as follows (
Vastusmedialis, Vastuslateralis for extension
and Semitendinosus, Gustrocomis for
flexion). The SEMG signals of the four
muscles will be used in estimation of the
angle at the human leg movement.

In this paper used the Recurrent Multilayer
Perception (RMLP) Neural Network (NN)
used in identification of the SEMG signals
for the main four muscles. The block
diagram in Fig.9.explain the details of
identification stage [14].

The NN structure (3x2grx22is shown in
Fig.10i.e. three units in layer 1 ( this is input
layer), two recurrent units in layer 2, and 2
units in layer 3. This network has external
feedback with 2 unit delays. Sigmoidal
activation functions were used for all units
in both hidden and output layers. The error
function which measures the difference
between the neural net approximation and
the desired trajectory [14]:

L

ZZ [d,(n)-y,(MT @

=1

E(w) =

t\>|n—
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Fig.7. Geometry calculation of Knee joint
angle.

The error function given here is called the
batch error, because it contains the sum of
the errors over the entire training set; that is,
the error over alltime steps. The training
algorithm was wused in this paper is
backpropagation-through-time  (BPTT)[14,
15].

Estimation
process

of angle

o/p(-values

Gl e
1235 1240 1.24¢

Test SEMG

Fig.8. NN design for estimation knee joint
angle.

The Recognition and Decision Stage:
The test signal that is recording from the
same type of muscles will be used to
estimate the angle of joint where the data
base is formatting by recorded the SEMG of
muscles with values of joint angle (0(no
command from brain), w/4, w/2, and
3n/4(max movement)). After reconstructed
the same features for test signal will be
entered to the same structure of RMLP-NN
with identification data base by feed forward
training only the output of these networks is
recognizing the muscles and the amplitude
of SEMG with each sample. By using the
following relation with amplitude of SEMG
signal with time and take the average
between results of Vastusmedialis,
Vastuslateralis for extension and
Semitendinosus, Gustrocomis for flexion
will be get the angle of joint at flexion and
then the complement angle ( extension
angle). Fig.11. explains the second stage of
design for estimation of knee joint angle.
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5. Simulation Results

The simulation of the estimation design is
achieved by MATLAB Var.R2010a. Fig.12.
presents the identification of SEMG signals
of human leg that related to knee joint
flexion/extension movement and from this
figure can be seen that the error approach to
zero after about nine iteration and after that
no local minimum or increasing in error
therefore; this best results for identification
after some trial to adjustment the learning
rate and momentum term.

Two type of human leg movement

according to speed of leg are used in
simulation:
Low speed: the human leg in this simulation
was moving from full extension to full
flexion with speed about 3sec/cycle. Fig.13.
represents the estimated values of knee
flexion/extension  joint  angle.  The
calculation of the accuracy of joint angle is
achieved by calculate the RMS error
between estimated values and practice value
that measured in first stage of the design.
The RMS error has the value from (0.065) to
(0.015).

0.2
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Fig. 12. Error signal for identification of
four muscles SEMG signal

501

High speed: the same procedure in low
speed was implemented here and the results
explains in Fig.14 and the RMS errors are
obtained from (0.018) to (0.0026) at fast
speed leg flexion —extension. Fig.15. explain
the RMS values in two speed of movement
(low and high) with recorded time (180 sec,
60 sec) for low and high speed respectively.
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Fig.13. Estimation of knee joint angle
with low speed movement.
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Conclusion:

From the obtained results, it can be
concluded that the ability of RMLP-NN to
identify and solve the IK of human leg with
high accuracy and simplicity. The ability of
estimation of angle knee joint based on
SEMG with high accuracy and can be used
with many applications. There are many
critical coefficient in the movement knee
joint must be under consideration in the
estimation of angle joint. The obtained
results are off-line because there is no
SEMG muit-channel recorded therefore
must record the data of SEMG for each
muscle alone and return the same command
to record the another muscle. If available
measurements and saving of SEMG muscles
signal can be implement this design on-line
and it can be implemented as portable unit to
used with many application.
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Abstract

Real-Time 3D animation and Real-
Time Simulation results are reported for a 3R
underactuated robot moving in a horizontal
plane using Virtual Reality Toolbox™, Real-
Time Windows Target™, Real-Time
Workshop®, and interfaced to Simulink®
under the MATLAB® environment. The
reason behind Real-time 3D animation and
Real-Time simulation is to provide animated
real-time tools in a realistic fashion to
demonstrate the effectiveness of the
controllers in tracking the desired trajectory
and to provide a tool for researchers to test
their proposed controllers and observe their
behavior using 3-DOF  underactuated
manipulator in real-time.

Key-words: Virtual-Reality, Underactuated
Robot, Nonholonomic Constraint, Real-Time.

1- Introduction

Virtual Reality (VR) is a field of study
that aims to create a system that provides a
synthetic experience for its user(s). The
experience  is  dubbed  ‘‘synthetic,”’
“illusory,”” or “‘virtual’> because the sensory
stimulation to the user is simulated and
generated by the system. The term Virtual
Reality is used to describe a computer-
generated, highly-realistic artificial world or
environment (called a Virtual environment),
allowing the user to interact with it in real-
time by interfacing some of his actions in the
real world back into the virtual environment
and providing visual, acoustical and,
sometimes, haptic feedback [1]. VR allows

people to get the experience of things that
would otherwise be very difficult or even
impossible to attain in real life. VR may
provide invaluable tools to engineers seeking
rapid and inexpensive development for their
prototypes.

The aim of this work is to demonstrate
trajectory planning and control of a 3-degrees
of freedom (3DOF) underactuated planar
robot with a passive rotational last joint using
the Dynamic Feedback Linearization (DFL)
method, utilizing the VR toolbox under the
MATLAB and Simulink in real time.

Underactuated mechanical systems are
mechanical systems with fewer actuators
than DOFs [2]. For a conventional robot
manipulator, the number of joints is equal to
the number of actuators, or actuated joints;
such a fully driven serial mechanism is called
a full-actuated system. If the total number of
joints is greater than the number of actuators
in the mechanism, the system is referred to as
an underactuated system. Underactuated
mechanical systems may arise from
intentional design as in the pendubot [3], and
the Acrobot [4].Mobile robot systems are
considered to be underactuated. For example,
when a manipulator arm is attached to a
mobile platform or an undersea vehicle [5]
also underactuation arise due to the
mathematical model used for control design
as, for example, when joint flexibility is
included in the model [6]. It is also
interesting to note that certain control
problems for fully actuated redundant robots
are similar to those for underactuated robots

2]
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The class of underactuated systems is
composed of variety of mechanical as well as
biological systems. A biological system
which can be considered underactuated is the
human body [7]. When for example;
gymnasts perform acrobatic maneuvers on a
high bar; they are able to rotate about their
wrist by actuating the muscles on their hip
and knees. The wrist is therefore a joint kept
unactuated, whose displacement can be
controlled by the actuation of other joints.

There are a number of advantages to the
use of the underactuated systems. First,
reducing the number of actuators for a robot
manipulator  will minimize energy
consumption, and will be potentially
attractive to the applications where energy
efficiency is a major concern, such as for
space robots [8]. Second, eliminating some
actuators will allow more compact design
leading to both overall size and total weight
reductions. This will ultimately reduce the
manufacturing cost and running power. Not
only the underactuated system is useful in
practice but also the concept is important in
analysis of a class of systems that can be
considered as virtual underactuated systems.
For example, a free-flying space robot
system [8] is useful in maintenance tasks in
space stations and/or satellites. The concept
of underactuated systems provides an
approach to modeling dynamic systems with
either free bases, or free joints. Some of these
mechanisms can be potentially utilized in
space and underwater applications.

In this paper, section Il describes the
mathematical model of the passive link
dynamics, section Il presents motion
planning and trajectory control using DFL.
Section 1V utilizes Simulink software under
MATLAB  environment to  simulate
numerical results of an example, where the
trajectory motion of the passive link is
controlled. Also in section IV a 3D animation
is provided for the 3R robot using Virtual
Reality Tool box, Real-Time Windows
Target, Real-Time Workshop, and interfaced
to Simulink all under the MATLAB

environment. Finally, the conclusions are
provided in section V.

2- Modeling of an Underactuated3-Link
Planar Robot in a horizontal plane

A manipulator with three degrees of
freedom in horizontal plane is considered in
Fig. 1. The first and second joints are
actively controlled and are used to control
the position of the passive joint in 2D plane.
The passive joint is a revolute joint around a
vertical axis.

Joint 3(Passive)

Joint 2(Active)
Joint 1(Active)

Fig. 1. Three-DOF planar underactuated
manipulator.

To simplify the model, the dynamics of
the first and second joint are neglected,
except that the translational acceleration of
the passive joint is assumed to be finite. The
work space limit and singularity of the first
and second joint are ignored too. The
dynamics can be modeled with regard to only
the free link as shown in Fig.2, where the
generalized coordinates which represent the
configuration of the manipulator are (x,y,0).
The equations of motion with respect to the
link is written as [9]

f =mx—mldsind—mlo* cosd
f, =my+mlécos@—mlId’sin o (1)

z, =-mlxsin@+mlycos@ + (1, +ml?*)d
Where
m mass of link;

I moment of inertia of the link around
G;

| distance |0G, between the joint and
the center of mass;
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(f,, f,)translational force at the joint O;
7, torque around the joint O.

As the joint O is passive, Ty = 0. Where
l+0 and k = I;/ml, is equivalent to the
distance of the mechanical property, center
of percussion (CP) [10], [11]. Center of

percussion play an important role in the
dynamics of rigid pendulums. In fact, the
motion of an oscillating pendulum of a mass
m can be described by the equation of
motion of a point mass all concentrated in
the center of percussion [12]

Fig. 2.Acceleration components of
the free link.

The constraint on the system s
represented in the form of a 2" order
nonholonomic differential equation as [9]

—Xsin@+ ycosd+kb =0 )
from equation (1), the translational
acceleration (X, ¥), of the passive joint can be
treated as inputs to the system. The state
equations of the system is written as [9]

X X 0 0
yl Y 0 0
d|é| |6 0 0
—| =] |+ X+ y 3
at|x|“[o|"] 1 o [V ®
y| |0 0 1
0] |0] [sin@/k] |-cos@/k |

It should be noted that the linear
approximation of this system is not
controllable since no gravity is applied on the
passive joint [9].

We may write the dynamic equations in
the Euler-Lagrange form for a mechanical

system with ndegrees of freedom and
m=n-1 control inputs, denote by qe®R"

the generalized coordinates and by ze®R"the
control input. The dynamics is written as [13]
B(a)d + h(a.0) + 9(a)= F(a) (4)
where B>0 is the nxnsymmetric inertia
matrix, his the centrifugal and Coriolis
vector, g=(0U/oq) is the vector of potential

terms, and Fis the input matrix
assumed of full rank.

Substituting the link parameters into
equation (4), with g(q)=0 (zero gravity),
equation (4) is written as

nxm

[ m 0 —~mlsing | %

0 m mlcoséd |y |+
—mlsind micos® 1 +ml* | &
—mlé%cos6| [f,

-mlgsing |=| f, (5)

0 0

3-Motion Planning and Trajectory
Control via Dynamic Feedback
Linearization

One effective technique to solve the
motion planning and control for 2" order
nonholonomic  mechanical  system s
Dynamic Feedback Linearization (DFL). In
this  methodology, the exact state
linearization is based on changing the
coordinates of the states and finding a control
law such that, in the new coordinates, the
closed-loop system is linear and controllable
[13],[24]. In robotics, dynamic feedback has
been used for the exact linearization of
manipulators with elastic joints and of
nonholonomic wheeled mobile robots [15]
(and the references therein).
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The trajectory motion of the 3"passive
link considered here ware controlled using
DFL. Under an appropriate regularity
assumption; the robot can be transformed
into a fully linear, input-output decoupled
system Dby using a second-order dynamic
feedback compensator. As a result of
dynamic feedback linearization, each
coordinate of the CP is driven independently
by an auxiliary input through a chain of
integrators. Therefore, it is sufficient to solve
an interpolation problem for the CP point to
generate a feasible point-to-point trajectory
and the associated nominal inputs. As a
byproduct of this approach, global
exponential tracking of the generated
trajectory is guaranteed by adding a linear
feedback (in the linearizing coordinates) to
the feedforward command. To make the
analysis independent from the nature of the
firstn — 1 joints, we preliminarily perform a
partial linearization of equation (5) via static
feedback. The idea is to reduce the dynamics
of the active joints to n — 1 chains of double
integrators, so that they can be controlled via
acceleration inputs. The partially linearizing
static feedback is obtained in the form

mlsin®’@ mlsin&cosd

f, m- K K a,
f. | | mlsin@cos® m_mlcosze a,

y
k k

{mmz 0059} (6)

mlé?sin@
putting together equations (5) and (6), the
complete closed-loop system becomes
X=a,
y=a, ()
sing  cosé

f=""a -—"a
k k 7

where, k =(1,+mJ2)/mJl,is  precisely the
distance of the CP of the last link from its
base. If a uniform mass distribution is
assumed, then k=21,/3 (I, is the length of

the third link). Define the Cartesian position

of the CP of the last link as output (see Fig
3),

MRl ®
Y, y sing

1% and 2™ differentiation of equation (8) and
substitution of equation (7) yields

.| | cos’@  sindcosd | a, .
¥,| |sinfcos® sin’0 |a,
kéz[—cc.)se}

—siné
9)
since the matrix multiplying the acceleration
vector (a,,a,) is singular, the invertible

feedback transformation defined as

a,| [cosd —sind|&+ké
a,| [sind cosé | o,

where and o, are two auxiliary input

variables. As a result of equation (10),
equation (9) is written as

Y| | cosd
{yj_e{sina}
proceeding with differentiation and defining

new auxiliary input variables as necessary,
3" and 4™ derivatives become as

HRCH

cosé
sin@

(10)

(11)

(12)

—sind

where, R(6) { c0s0

] And avoiding

differentiating the input{, by adding two
integrators on the first channel as
s=n

7?:(71

(13)
with &, the new auxiliary input in place of ¢

il
vy,

(14)
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With (v,,v,) as the new input vector, and the
inversion based control is expressed by

2o el
= R (0) +
o, 0 —-k/¢& Vv,

%
{21«%/5 (15)

x N

Fig. 3.Cartesian position of the CP
of the last link.

under the regularity assumption, the matrix
multiplying the inputs is nonsingular or,
equivalently, thaté#0. The initialization of
the compensator state at time t = O, i.e.,
(£(0),n7(0)), is arbitrary. As a byproduct of
the linearization, a new set of state
coordinates can be defined consisting of the
output function and its derivatives up to the
3 order (ie.y.y, ¥, 9.9, 9.9 ). The
inverse transformation from these linearizing
coordinates are written as

6= ATAN2SIgn(&),,sign(€) ;) (16)
&=Yy,cos6+Yy,sind (17)
n| [ cosé sing | ¥, (18)
0| |-sin@/& cosOlE | Y,
BREITETRC
y Y, sing

{x}[yﬂ_ké[—sinﬂ (20)
y A cosé

The problem of trajectory planning can be
formulated as an interpolation problem using
smooth parametric functions vy (r) andy,(r),

with a timing law r =r(t) . For simplicity, one
can directly generate trajectories y,(t) and

y,(t). In particular, assume that at time t = 0
the robot starts from a generic state
(9..6.) = (x.,Y,.6,, %, Y.,0,)to reach a goal
state (q,,d,)=(X,,Y,.6,.%,.Y,,6,)at time t =T
The appropriate boundary conditions for the
new state variables, i.e.y,y, and their
derivatives up to the third order are,

at time t=0

VO [V ] [Y.0] [a
Vi(0) | [ Vis | | Y2(0) | | Vs
AOIEANEACIREA
MOIEMNEM OIS
at time t=T

V] [ Yae | [Y2(T)] | Yo
Vi(T) | | Vi Yo (T)| | Vg
VT | | Vg | | o (T) || Vg
V(M) ] | Vi Vo (T) ] | Vo

a straightforward solution to the interpolation
problem is to generate trajectories as

polynomials of seventh degree:

y; (1) = iai.t", i=12, (21)

An expression for the coefficients a; where

j=0,...,3, is straight forward and for j=4,...,7
may be written in matrix form as

- -1

a, T T T® T!
a,| |4t® sT*  eT® 71"
a,| |12T? 20T® 30T* 42T°
la,| | 24T 60T2 120T* 210T*
B TZ T3
_ STV Ly
Yo = Ys Ys > ysz 5 Ys 2
yg =Y -T Ys _7ys
Iy -9, T
L yg _ys

the open-loop commands that realize this
trajectory are
v, (t) =840a,,t*> +360a,,t* +120a,t + 24a,,

i=1.2 (23)
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The selection of initial and final
compensator states  (&,7,) and (¢,,7,)

affects the boundary conditions, and thus the
generated motion inside the chosen class of
interpolating functions. In particular, the
compensator states should be chosen so as to

avoid the singularity ¢=0 during the motion.

The problem of tracking the generated
trajectories will now be discussed. The
feedforward commands resulting from a
trajectory planning algorithm vyield the
desired robot reconfiguration only in nominal
conditions, i.e., initial state matched with the
desired reference trajectory and absence of
disturbances during motion. Feedback
control must be used to alleviate the effects
of an initial state error and of different kinds
of perturbations. The linearizing controller
and the feedback control is shown in Fig. 10.

Link | Length | Mass K (CP)
(m) | (ko) in (M)
1 1.5 | Not not
specified | required
2 1.5 | Not not
specified | required
3 1 1 2/3*

* Uniform mass distribution is
assumed

Table 1.3R robot parameters.

4-Simulation and 3D Animation Results

The robot parameters that will be
considered is presented in table 1. Initial
states of the passive link are assumed to be as

Xgar = 0.5M Xgar =0 M/s

Yt =1IM Ve =0MIs (24)
Puan =90 o =0 rad/s

goal states are planned to be as

Xgoa =0.5M X =0M/s

Y =M, Yy =0M/s (25)
B =0’ By =0 rad/s

The controller states are assumed to be as
& =—0.1m/s? (26)
£ =—0.1m/s?

See Fig. 4. Trajectory time is T=10 seconds.

(@) (b)

Fig. 4. Start (a) and End (b) configuration for
the 3R planar underactuated robot.

A series of experimental tests were carried
out and Figs. 5 to 9 summarize the results.
Figure 5 shows the reset-to-reset path of the
CP of the 3" link. The figure also presents
the path of the passive joint necessary to
achieve this target. Figure 6 displays the
evolution of the CP in terms of y; and y, and
Fig.7 indicates the high-quality performance
of the controller. The required torque to
achieve this end is shown in Fig. 8. Figure 9
displays the stroboscopic motion of the 3R
robot. Figures 11 and 12 are snap shots of the
animated results with their real time stamps
[16]. The builder environment of the robot
model that was developed for this purpose is
shown in Fig. 13.
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Fig. 5.Rest-to-rest planning for the third link.

Output trajectory

Trajectory of y1
——-Trajectory of y2

0 2 4 6 8 10
time sec

Fig. 6.Time evolution of CP.
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Fig. 7.Trajectory tracking error.

Active joints Torque1 and Torque2

4
lIZQ 67 'sec. Torque of joint 1
L : —=-Torque of joint 2
3 | . 4
i
‘\||
I 4
2 i i
i ,"\‘
| i
E 1} ‘l‘r i #h
= i Il
2 ! ! ‘ | Vi \,
g - fiy iR
S ol ea Jaan - [ S—
= op B N R i I
S [y
Y / i/
Vi ‘. [
L |
b ok fi)i
ol i
Vol i
' | W
!f .y
|
H \
=7.45 sec
3 i i ; H
0 2 4 6 8 10
time sec.

Fig. 8.Torques of the active joints, 1 and 2.

3R arm motion
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Fig. 9.Stroboscopic motion of the 3R robot.

5-Conclusion

An interactive tool for analysis was
presented and exemplified on the trajectory
planning and control in VR environment for
a 3-DOF underactuated robot. VR was
chosen to create a simulation because it was
faster, cheaper, and safer than actually
programming the real robot in real time.
Results of using this methodology for
training before interaction with a physical
robot shows that the use of the virtual
environment for learning to control a robotic
device provides sufficient training to allow a
user to become more effective in
implementing a new task in a novel situation.
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¢ Fig. 11. Time elapsed multishot top
e : ‘ : views for the 3R robot.

Fig. 12. Time elapsed multishot
perspective views for
the 3R robot.
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Abstract:

Mobile robot is a mechanical device
capable of moving in an environment with a
certain degree of autonomy. The main goal
of this work is to design, and simulate an
intelligent controller for autonomous mobile
robot named Fuzzy like PD Controller, as
the test bed for future development of an
intelligent vehicle. The fuzzy algorithm was
implemented using a combination of three
different units of fuzzy logic system. That
controls two identical DC servo motors to
implement the requirements of the safety
navigation of the mobile robot. The paper
implies computer simulations in MATLAB
platform with using a step input to
demonstrate the ability of each controller to
accommodate the sudden changes along the
motion of the mobile robot.

Keywords: Autonomous system, intelligent
control, Soft Computing (SC), Fuzzy like PD
Controller, Mobile Robot.

1- Introduction

Autonomous systems have the
capability to independently  perform
complex tasks with higher degree of
success. “Intelligent control” techniques

offer alternatives to conventional approaches
by borrowing ideas from intelligent
biological systems. Such ideas can either
come from humans who are, e.g., experts at
manually solving the control problem, or by
observing how a biological system operates
and using analogous techniques in the
solution of represented in a mathematical

model or may heavily rely on heuristics on
how best to control the process, [Oga 97,
Hoo 03].

There is a wide range of industrial
and commercial problems that require the
analysis of uncertain and imprecise
information.  Usually, an incomplete
understanding of the problem domain
further complicates the problem of
generating models used to explain past
behaviors or predict future ones. These
problems present a great opportunity for the
application of soft computing (SC)
technologies, [Kac 03]. In the industrial
world, it is increasingly common for
companies to provide diagnostic and
intuitive services for expensive machinery.
Many manufacturing companies are trying
to shift their operations to the service field,
where they expect to find higher margins.
This has been accomplished by using a tool
that measures the state of the system and
indicates any early failures. Such a tool must
have a high level of sophistication that
incorporates monitoring, and decision
making about possible preventive or
corrective action, and monitoring of its
execution. A second industrial challenge is
to provide intelligent automated controllers
for complex dynamic systems, which have
currently been controlled by human
operators such as mobile robot control. Due
to the complexity of these tasks, Artificial
Intelligence (Al), and in particular SC, is
called upon for help, [Sat 00, Fra 03].
Additionally, human thinking has logical,
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intuitive and subjective sides. The logical
thinking side has been developed and
utilized. This resulted in the present advance
in the expert systems known as hard
computing. However, it has been found that,
hard computing could not give solutions for
very complicated problems. In order to cope
with this difficulty, the human mind using
intuitive and subjective thinking is realized
as SC, which offers machine intelligence.
SC is extended to include computing not
only from human thinking aspects (mind and
brain), but also from artificial engineering
systems [Don 00, Chr 00]. An intelligent
machine such as mobile robot that must
adapt to the changes of its environment must
also be equipped with a vision system so
that it can collect visual information and use
this information to adapt to its environment
[Hac 09].

Fuzzy logic has been found to be
very suitable for embedded control
applications. Several manufacturers in the
automotive industry are using fuzzy
technology to improve quality and reduce
development time; fuzzy logic enables very
complex real time problems to be tackled
using a simple approach. The concept of
Fuzzy Logic (FL) presented as a way of
processing data by allowing partial set
membership  rather than  crisp  set
membership or non-membership [Pas 98,
Hof 01]. There are many attempts to solve
the problems related to mobile robot in both
known and unknown environments.

In 1998, a fuzzy collision avoidance
system for a fixed obstacle was designed
and tested by [Kru 98]; this work describes a
fuzzy trajectory controller with over 300
rules that is used with a specially designed
car-driving robot. The rules were created
based on the trajectories various drivers used
to avoid a fixed obstacle. In 2004, Riid,
Pahhomov and Rustern[Rii 04] have
designed a fuzzy logic enhanced car
navigation and collision avoidance system.
Essentially, the control of a car in this
system is based on the flexible use of a

fuzzy trajectory mapping unit that enables
smooth trajectory management independent
of car’s initial position or position of the
destination. This was done with a fuzzy
controller consisting of 28 rules and a state
machine containing 4 states. In 2005,
Aniket, Joseph and Benjamin [Ani 05] has
developed an intelligent wheelchair, to be
useful as a mobility assistant for a human
driver, an intelligent robotic wheelchair
must be able to distinguish between safe and
hazardous regions in its immediate
environment. They presented a hybrid
method using laser rangefinders and vision
for building local (2-Dimension) metrical
maps that incorporate safety information
(called local safety maps). In this research, a
fuzzy controller which incorporates fuzzy
logic have been designed and evaluated.
This controller named fuzzy like PD.

2- Mobile Robot and Control System
Modeling

The proposed mobile robot in this
paper is assumed to be using two set of
sensors which are a camera and a laser
sensor. The camera captures images of the
ceiling of the environment (corridor) and
makes calibration and correction for the
heading of the mobile robot, and the laser
sensor detects objects in the nearby vicinity
providing the orientation and the distance of
the nearest obstacles. The mobile robots has
number of specialties, the following are two
major characteristics of the mobile robots
[Rol 04]:

% Mobility

Real robots always have moving
parts. With mobile robots it means robots
that can locomotive, (i.e. move in its entirety
in space). On the ordinary ground this
usually means the robot has wheels, legs or
tracks. If the robot acts in the air or
underwater, surely other methods of
transport are used.
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s Autonomy

Another degree of freedom is
autonomy which describes how independent
from humans a robot can operate. At one
end is a robot that is fully controlled by a
human operator. At the other extreme, the
robot is totally autonomous. To be
autonomous, the robot needs to be able to
adapt reasonably well to unexpected
changes in the environment. In order to
achieve a level of autonomy, awareness of
the world surrounding is necessary.

2.1 Wheeled Mobile Robot

The wheel has been by far the most
popular navigation mechanism in mobile
robotics; it can achieve very good
efficiencies, and does so with a relatively
simple mechanical implementation. In
addition, balance is not usually a research
problem in wheeled robot designs, because
wheeled robots are almost always designed
so that all wheels are in ground contact at all
times. Thus, three wheels are sufficient to
guarantee stable balance, although two
wheeled robots can also be stable. There is a
very large space of possible wheel
configurations when one considers possible
techniques for mobile robot. The wheel
design will be discussed first as there are a
number of different wheel types with
specific strengths and weaknesses. There are
four major wheel classes, they differ widely
in their kinematics, and therefore the choice
of wheel type has a large effect on the
overall kinematics of the mobile robot. The
four basic wheel types are [Rol 04]:

+» Standard wheel: two degrees of freedom.

%+ Castor wheel: two degrees of freedom;
rotation around an offset steering joint.

s Swedish wheel: three degrees of
freedom; rotation around the (motorized)

wheel axle, around the rollers, and
around the contact point.
s Ball or spherical wheel: realization

technically difficult. The choice of wheel
types for a mobile robot is strongly
linked to the choice of wheel
arrangement, or wheel configuration.

Three fundamental characteristics of a
robot are governed by these choices:
maneuverability, controllability, and
stability [Mar 89].

In order to specify the position of the
robot on the plane a relationship is
established between the global reference
frame of the plane and the local reference
frame of the robot, as in Figure (1). The axes
(X)) and (Y)) define an arbitrary inertial
basis on the plane as the global reference
frame from some origin: {X;, Y}. To
specify the position of the robot, a point (P)
on the robot chassis is chosen as its position
reference point. The basis {Xgr, Yr} defines
two axes relative to (P) on the robot chassis
and is thus the robot’s local reference frame.
The position of (P) in the global reference
frame is specified by coordinates (x) and (y),
and the angular difference between the
global and local reference frames is given by
(0) [Rol 04].

: - X

Figure (1): The global reference frame and
the robot local reference frame

The pose of the robot can be described as a
vector with these three elements [Rol 04].

X

Where: (X) is the x-axis of robot position
while (YY) is a y-axis of robot position, and 0
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is an angular difference between the global
and local reference frames. To describe
robot motion in terms of component
motions, it will be necessary to map motion
along the axes of the global reference frame
to motion along the axes of the robot’s local
reference frame. Of course, the mapping is a
function of the current pose of the robot.

cosd sind O
R(@)=|-sinB cosb O|——————— (2)
0 0o 1

This matrix can be used to map motion in
the global reference frame {X, Y} to motion
in the local reference frame {Xg, Yr}. This
operation is denoted by R(0)( because the
computation of this operation depends on
the value of (0).

Where &'r and &'y are the derivatives of &g
and &, respectively in which & is the robot
position in respect to the local reference
frame and & is the robot position in respect
to the global reference frame. The process of
understanding the motions of a robot begins
with the process of describing the
contribution each wheel provides for
motion. Each wheel has a role in enabling
the whole robot to move. By the same token,
each wheel also imposes constraints on the
robot’s motion.

3-Designing the PD like Fuzzy Controller

As mentioned before the sole core of
the proposed mobile robot is the DC servo
motor in which two identical DC servo
motor each attached to a wheel to achieve
the movement of the robot in different
directions, controlling the velocities of
these two motors could control the position

of the mobile robot in the world coordinates.
Intelligent controller was applied to the DC
motor transfer function; this is the Fuzzy
like PD controller. Fuzzy Logic Controller
could be used as an analogy to classical PD
(Proportional-Derivative) controller, and
overcome the disadvantages of the PD-
Controller, to do this it is necessary to
choose the input and output variables and
the rules of the controller properly, the

equation giving a conventional PD-
Controller is [Oga 97]:
u(t)=Kp*E(t) + Kd*CE(t) - ————— 4

Where Kp and Kd are proportional and
differential gain factors, E(t) is the error and
CE(t) is the change in error. The fuzzy
controller should do the same thing. For any
pair of the values of the error and the change
of the error, and it should workout to control
signal. The rule base for "Fuzzy Logic
Controller Like PD (FLC-PD)" a
implements a static nonlinear input-output
map between its inputs, error E(t) and
change of error CE(t) and control action
Uc(t).

Assuming that there are seven
membership functions on each input of the
universe of discourse (NB stands for
negative big, NM stands for negative
medium, NS for negative small, Z for Zero,
PS for positive small, PM for positive
medium and PB stands for positive big).

Usually fuzzy sets are specified as a
function with parameters that have to be
adapted according to the problem. A widely
used function is the so called triangular
membership functions. From the number of
the membership functions on the universe of
discourse that there are forty nine possible
rules that can be put in the rule-base [Leo
97, Pas 98]. The complete set of rules is
given in table (1).
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Table (1): The complete set rules of FLC-PD

Control Action

4 — Simulations Results

Through many various examinations
of FLC-PD, it was noticed that it is
produced good response, but the main

drawback for all kind of fuzzy control is that
they have a high sensitivity to the variations
in the parameters of the input and output
gains and control action gain (Ge, Gce and
Gu), figure (2) represents the FLC-PD
applied to a DC servo motor.

Spead Cantrnl
System

i

Dot

Figure (2): The fuzzy control system

Three different ranges on Universe of
Discourse (UoD) were wused in the
simulation in the MATLAB [Mat 01] as
follows:

- UoD;: the inputs and output ranges
between (-1, 1).

- UoD,: the inputs range between (-5, 5),
while the outputs range (-10, 10).

- UoDs: the inputs and output ranges
between (-10, 10).

The system were tested with wide range of
scaling gains, with varying the range of
universe of discourse for the inputs and
output, figure (3) shows the simulation
results of applying FLC-PD of a UoD; with
different gains. Figure (4) illustrates the

simulation results of applying FLC-PD of a
UoD, with different gains, while figure (5)
shown the simulation results of applying
FLC-PD of a UoDs;. Table (2) lists the
experimental results of the simulation of the

08

FLC-PD control system of all these

conditions.
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5- Conclusions

The theoretical study, simulation, and the
experimental implementation based on FLC-
PD controller had been presented. Several
conclusions are presented as follows:

<> FLC-PD provides good response to a
step input controlling the DC servo motor in
which is the sole of the mobile robot.

<> From the simulation results obtained,
it is noticeable that the desired output for a
step response when using UoD3 and scaling
parameters of (Ge=100, Gce=1 and
Gu=100).
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Table (2): The results of applying FLC-PD

Parameters Peak Response Rise Time Steady State
(sec)
Voltage Time Time Voltage Time
G G G
(Volt) (Volt)
1 1 1 9.6 . 10

0| N|O| O

I 50 0.999
20

I N | | [ o | o |

0.1 0.1 50 0.98 3.273 0.982 8.42

1 1 1 0.1868 4.95 2.5 0.186 5.2

10 1 10 0.958 1.95 1.283 0.958 4.03

UoD, 10 1 100 0.995 1.88 1.23 0.996 2.4
| I Y | | oo | 23 |
I N e P

4.19 0.103
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Abstract:

Acrtificial neural networks (ANNSs) are
massively parallel distributed processing
systems that improve their performance
through dynamic learning. The main feature
of ANN, that is weight adaptation, is used
effectively to identify the texture, here
wavelet transform was used as a first step to
identify the texture from the spatial domain
(i.e. image), then it was implemented under
the transform domain (i.e. frequency), the
resultant was used to find the energy, which
became the actual inputs to the multi-layered
feed forward ANN. The desired output
represents the original texture under the
identification process.

texture
network,

transform,
neural

Keywords: wavelet
identification, artificial
energy calculation.

1. Introduction

Neuro-Wavelet(NW) have recently attracted
great interest, because of their advantages
over multi-layer feed forward neural network
as they are identification networks, and
achieve fast convergence, also are capable of
dealing with learning process by the training
procedure. In addition, NW are generalized
multilayer feed forward neural networks.
(MLFN). However, the generalization
performance of NW trained by back
propagation (BP) generalized algorithm.
Texture provide important characteristics
for surface and object identification from
aerial or satellite photographs, biomedical

images and many other types of images.
Texture analysis is fundamental to many
applications such as automated visual
inspection, biomedical image processing.

In this paper, we propose a robust Neuro-
Wavelet based on the theory of robust
feedback for dealing with target in the
framework of multilayer neural networks.
The number of training data involved during
training was adaptively adjusted. Simulation
results are demonstrated to validate the
generalization ability and efficiency of the
proposed network.

The characteristic features of energy to the

texture signals have been used as inputs to
the artificial neural network (ANN) named as
multiplayer feed forward that consists of one
input, one hidden and one-output layers. The
ANN is trained using back propagation
algorithm. In this technique, the ANN is used
for texture identification: so combining the
wavelet transform (WT) and MLFN for
texture identification that is applied in three
phases:
First: To compute the discrete transform of 3-
Dim. Daubechies wavelet (Db4) [1], then to
calculate the energy for the chosen texture
[2], and finally to apply the calculated energy
into the MLFN with Bp algorithm [3].

The task of training NW involves
estimating parameters in the network by
minimizing some cost function (in our case
the calculated energy for the WT), a measure
reflecting the  approximation  quality
performed by the network over the parameter
space in the network. The generalized delta
rule is the most popularly used in estimating
the weights which provides optimal results.
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The advantage of the used method is
demonstrated by computer simulations.

This paper is organized as follows:

Section 2 presents the Wavelet transform that
is used in this study. Section 3 illustrates the
computation of the energy; Section 4
demonstrates the reason why a robust NW is
needed; Section 5 demonstrates the
simulation results. Section 6 is the
conclusion; the paper ends with references.

The following will present a literature
survey; in [4] they propose a robust wavelet
neural network based on the theory of robust
regression for dealing with outliers in the
framework of function approximation. By
adaptively adjusting the number of training
data involved during training, the efficiency
loss in the presence of Gaussian noise is
accommodated.

In [5] a novel technique is presented for
restoring a blurred noisy image without
any prior knowledge of the blurring function
and the statistics of noise. The technique
combines wavelet transform with radial basis
function (RBF) neural network to restore the
given image which is degraded by Gaussian
blur and additive noise. and the wavelet
transform is adopted to decompose the
degraded image into high frequency parts
and low frequency part. Then the RBF neural
network based technique is used to restore
the underlying image from the given image.
The inverse principal element method
(IPEM) is applied to speed up the
computation.

In [6] an algorithm for texture feature
extraction was described that uses wavelet
decomposed coefficients of an image and its
complement. Four different approaches to
color texture analysis are tested on the
classification of images from the VisTex
database.

In [7] a research on a prototype software
system that automatically classifies an image
as having hidden information or not was
considered, it uses a sophisticated artificial
neural network (ANN) system that is trained

on a selection of image features that
distinguish between stego and nonstego
images. The novelty of this ANN is that it is
a blind classifier that gives more accurate
results than previous systems. It can detect
messages hidden using a variety of different
types of embedding algorithms.

In [8] researchers introduced an approach
to protect the ownership by hiding the iris
data into a digital image for authentication
purposes. The idea is to secretly embed an
iris code data into the content of the image,
which identifies the owner. Algorithms based
on biologically inspired Spiking Neural
Networks, called Pulse Coupled Neural
Network (PCNN) are first applied to increase
the contrast of the human iris image and
adjust the intensity with the median filter. It
is followed by the PCNN segmentation
algorithm to determine the boundaries of the
human iris image by locating the pupillary
boundary and limbus boundary of the human
iris for further processing. A texture
segmentation algorithm for isolating the iris
from the human eye in a more accurate and
efficient manner is presented.

2. Wavelet Transform

Wavelets mean small waves that segments
data into different frequency components and
transfer each component with different
resolution that is matched to its scale. The
main idea of wavelet analysis is to see both
coarse and detail data without heavy
computational penalty. The goal of most
modern wavelet researches is to create a set
of basis functions and transform them in
order to give information. The fundamental
idea behind wavelets is to analyze the signal
at different scales or resolutions, which is
called multi-resolution.

Wavelets are a class of functions used to
localize a given signal in both space and
scaling domains. A family of wavelets can be
constructed from a mother wavelet.
Compared to Windowed Fourier analysis, a
mother wavelet is stretched or compressed to
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change the size of the window. In this way,
big wavelets give an approximate image of
the signal, while smaller and smaller
wavelets zoom in on details. Therefore,
wavelets automatically adapt to both the
high-frequency and the low-frequency
components of a signal by different sizes of
windows. Any small change in the wavelet
representation produces a correspondingly
small change in the original signal, which
means local mistakes will not influence the
entire transform. The wavelet transform is
suited for un-stationary signals, such as very
brief signals and signals with interesting
components at different scales [9].

We use the Daubechies filter in this paper
because of its excellent performance. The
wavelet coefficients are often organized as a
spatial-orientation tree, as shown in Fig.(1)
that demonstrates an example for the tested
image "woman". The coefficients from the
highest to the lowest levels of wavelet
subbands depict a coarse-to-fine variation in
scales  (resolutions). We have thus
determined to construct by its accumulated
significance. Let Hi, Vi, and Di denote the
wavelet coefficients of horizontal, vertical,
and diagonal subbands at level i respectively.
(A larger value of i indicates a coarser
resolution.) The map is organized into the
smallest-scale detail subbandsH1, V1, and D1
(excluding the approximation subband), and
the value of its entry is obtained by adding
the magnitude of the corresponding wavelet
coefficient.

Fig.(1) (@) Wavelet transform (b) spatial-
orientation trees [9].

The wavelet transform (WT) decomposes a

signal f (t) by performing inner products with
a collection of analysis function w(a, b),
which are scaled and translated version of
the wavelet . It refers to the degree of
similarity between the basis functions
(wavelet) and the original signal at the
current scale. The amplitude of the WT
therefore tends to be maximum at those
scales and locations where the signal most
resembles the analysis template.
When the scale (a) varies, the filter y is only
reduced or dilated, while keeping the same
pattern. The reconstruction is only possible if
Cy is defined by admissibility condition,
which restricts the class of functions that can
be wavelet [8].

3. Energy Computation

The calculation of energy for the texture will
be performed as shown in the following
formulas [2]

E=10log (P.)? (1)

P=1/8*8 ) P,(k)? (2)
k

This is done by calculating the energy that
belongs to the texture. The energy of the
texture will be represented as a column. This
column will be the input data to the designed
ANN, which represents the second phase of
the work.

4. Neuro-Wavelet Technique

The neural network with back-propagation
feed forward has been used; the feeded back
is for updating the weights of the connection
between the layer and the layer before it and
so on. The weight update uses the
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generalized delta rule (GDR) learning
algorithm for training the net; this is based on
comparing the output of the MLFN with the
target value and updated the weights between
the output layer and the hidden layer before
the output layer. In addition, the output of the
hidden layer is compared with that of input
layer and the error- correction term is
calculated which is used to update the
weights [3].

Wavelets occur in family of functions and
each is defined by dilation ai which control
the scaling parameter and translation ti which
controls the position of a single function,

named the mother wavelet"“'r(.x}. Mapping
functions to a time-frequency phase space,
NW can reflect the time-frequency properties
of function more accurately than the MLP.
Given an n-element training set, the overall
response of a NW is:

Np .
y(w)=wy + Z wigr il )

i=1 ﬂ'!-

(3)

Where Np is the number of wavelet nodes in
the hidden layer and wi is the synaptic weight
of NW. A NW can be regarded as a function
approximate which estimates an unknown
functional mapping:

Y=t @)

Here f is the regression function and the error
term is a zero-mean random variable of
disturbance [4].

5. Simulation Results

The data we used for training and testing
the NW was provided from [9]. The image
data was originally formatted in Matlab
function, which was grayscale image, the
image scenes in these images include natural
scenes, digitized  photographs,  maps,
computer graphics images. We excluded one
image due to its overly large size. We used

Matlab for coding the feature values and to
run the identification algorithms as is
represented in Fig. (3).

The BP training approach provides an
asymptotically  optimal  solution  with
minimum variance, which assumes that the
error distribution is identically independent.
Fig.(4) gives a comparison for the test data
set.

texture

results for

Fig. (3) Simulation
identification

A) original texture, b) after wavelet, c) after
NW
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Fig.(4) Comparison of the model output,
dynamic system output and identification
error for test data set.

6. Conclusion

In this paper, a Neuro-wavelet network was

proposed. The working process of the
proposed network can be viewed as to
decompose the wavelet, nonlinear system
represented by the artificial neural network
into an active network, then the energy of the
wavelet to be entered as inputs to the
artificial neural network. One advantage of
the proposed method is that it needs the
calculation of the wavelet's energy for a
given problem to be entered into neural
networks. A training algorithm, generalized
delta rule, was also introduced for training
the neural network. Simulation results for
identified image approximation and the
original image shows the effectiveness of the
proposed technique.
The proposed technique for texture
identification based image processing by
using the wavelet transform together with the
feed forward neural network. This paper
presents an efficient learning algorithm based
on the back propagation.
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Abstract

The space-vector PWM (SVM) method is an
advanced  computation-intensive  PWM
method and is possibly the best among all
the PWM techniques for variable-frequency
drive application because of its superior
performance characteristics. Use of Artificial
Neural Network (ANN)-based technique
avoids the direct computation of
trigonometric function used in conventional
SVM implementation. In this work, the
implementation of SVM based on ANN for a
voltage-sourced inverter has been studied.
Two neural scheme structures have been
suggested to identify and approximate the
conventional SVM; backpropagation and
radial basis structures. Then, the trained
structures are utilized to drive three phase
induction motor. Performance comparisons
have been made between these two
structures  under  different  modulator
parameters and conditions. The results have
been simulated using MATLAB package (R
2010a).

Keywords: Induction machine, space vector
modulation, neural network

1. Introduction

High power electronic devices are being
used increasingly to control and facilitate
flow of electric power, while meeting
stringent operating conditions of today's
heavily-loaded networks. These devices are
able to enhance the voltage profile of the
power system, control the flow of real and
reactive power, and improve the dynamic

gamalal 84@yahoo.com

performance and stability of the system. One
of such devices is voltage-sourced converter
(VSC) that acts as a controlled voltage
source, converting a DC voltage to an ac
voltage with desired frequency, phase and
magnitude [1,2].

Two aspects of operation of a VSC are of
primary importance: (i) the operation under
PWM typically results in large switching
losses, and (ii) the resulting output wave form
contains harmonics, largest of which occur
around the switching frequency. Using a high
switching frequency improves the harmonic
spectrum by drifting the harmonics towards
higher orders, which would have less adverse
impact on the network. However, it also
increases the switching losses [3].

Pulse width modulation (PWM) has been
studied extensively during the past decades.
Many different PWM methods have been
developed to achieve the following aims:
wide linear modulation range; less switching
loss; less total harmonic distortion (THD) in
the spectrum of switching waveform; and
easy implementation and less computation
time [4].

The space-vector PWM (SVM) method is
an advanced, computation-intensive PWM
method and is possibly the best among all the
PWM techniques for variable-frequency
drive application. Because of its superior
performance characteristics, it has been
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finding widespread application in recent
years [5].

The main disadvantages with conventional
implementation are the use of a look-up table
and the need to interpolation of non-linear
functions. The use of any look-up table
implies the need for additional memory;
while interpolation of non-linear functions
lead to poor accuracy and thus to increased
harmonics in the PWM waveforms.
Moreover, the interpolation demands
additional computing time that limits the
maximum inverter switching frequency [6].
A neural network has the advantage of very
fast implementation of an SVM algorithm,
particularly when a dedicated application-
specific IC chip is used instead of a digital
signal processor (DSP).A neural network
based implementation of space vector
modulation of a voltage-sourced inverter has
been proposed in this paper. Use of ANN
based technique avoids the direct
computation of trigonometric function (e. g.
sine function) as in conventional space
vector modulation implementation. The
proposed scheme is simple and straight
forward and avoids the direct computation of
non-linear functions. This scheme is
evaluated under simulation for a variety of
operating conditions of the drive system and
comparison is made with the conventional
method of implementation [6,7].

Figure (1) shows the block diagram of
induction motor driven by ANN-based
space-vector PWM. At identification mode,
the switches (a, b and c) are closed and the
switches (a’, b’andc’) are open. The
induction motor is driven by the
conventional SV modulator. The neural
network receives the voltage (Vier) and (6)
signal at the input of actual modulator and
the timing sequences (T,, TpandT.)
generated at the output of actual space vector

modulator. Based on this information, the
N.N identifier would try to identify the actual
space vector modulator and generate an
approximate command signals (T;, Tpand
Te).

If the induction motor is to be driven by
N.N.-based space-vector modulator, the
switches (a, b and c) are opened and at the
same time the switches (a’, b’and ¢') are
closed. This would disconnect the actual SV
modulator and replace the N.N-based SV
modulator for driving the induction machine.

Vier _ T, a > Van
Space Vector Ty b o| Inverter [Von_o | Induction
0 Modulator T, V., .| machine

e " | i
Vic o4 p—o 7, a f{c'

v v

Ly

Neural Identifier

T

Figure (1) connection of neural identifier with actual
space vector modulator

2. Analysis of Space Vector Modulator

In conventional sinusoidal PWM, for
instant, is an analog domain method, duration
of each pulse is found through comparison of
a sinusoidal reference waveform and a
triangular carrier waveform. A digital domain
variation of PWM, space vector modulation
(SVM), on the other hand, directly computes
the duration of voltage pulses using the
amplitude and angular location of the
reference vector [3].

Space vector employs the concept of
converter states to generate firing pulse. The
states are determined by the status of
switches of three legs of the converter. In a
three-phase, two level VSC, the output
voltage of a leg can be either +V,./20r—V;,./
2and as such the VSC can be placed ineight
states depending on the ON/OFF status of its
six switches(switches on the same leg have
complementary states). Figure (2) shows a
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three phase bridge inverter induction motor
drive and the eight switch statesS;where
i =0,1,..7are shown in Fig.3. There are
eight voltage vectorsVj ... ... /> corresponding
to the switch statesS ... ... S,respectively.
The lengths of vectorsV; Vsare unity and
the length of Vyand V;are zero.

PV

vdcei2 —L a / b
o) Al B { M
] C'_\A >
Vvdc/2 _|_: a( b( C( Induction

Motor
Figure (2) Three phase voltage source inverter
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b b
—cC —cC
0 ( (0] (
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S ! ]
/ /
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—c —c
ot (1 (Y
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T T !
/ /
a a
b b
—C —C

o1 [

$3 (0,1,0)

o L 11

S7 (1,1,1)

Figure (3) Eight switching states of voltage source
inverter

The voltages corresponding to each state can
be transformed to aspace vector using Eq.(1).

V=§(Va +vp e/27/3 + v, e_~/2”/3)(1)

Figure (4) shows the space vectors and
composition of a reference vector. The
voltages are synthesized by placing the
converter in respective states for designated
time shares within each sampling period. Six
of these space vectors, denoted by Vi to Vg
in Fig. 4, point to the vertices of a hexagon;
two of the states translate to space vectors
with zero length and are denoted by zero
vectorsV, and V7located at the origin.
Similarly, any set of balanced reference phase
voltages va, vb, and vc can be represented as
a corresponding reference space vector Vin
two dimensions using Eqg.(1). Any reference
vector that lies entirely within the hexagon
can be decomposed to space vectors V, and
V7, as depicted in Fig.(4), for a Ve in the
first sector of the hexagon. This is achieved
by constructing voltages that average to the
reference vector, which is sampled at a rate
determined by a given sampling frequency F’
aT,).

\% V2
$3(0,1,0) ° $2(0,1,1)

sector2

sector4 sector6

sector5

S5(1.0.0), - 5 S6(1.0.1)

V

Figure(4) Voltage space vector

The time shares are proportional to the length
of the projected vectors. The rest of the
sampling period is filled with zero space
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vectorsVoand V7.  Time  shares are

calculated as [3,5]:
T = m[sin(””} cos@) - cos[”jsin(ﬁ)}
Vdc 3 3
(2)
T, = V3L V’“f{—sin[(n_l) 7[)(:05(9)+C05(M7[J5in(0):|
Ve 3 3

3)

IL,=T.-(L+1) (4)
Where n=1 through 6 (that is sector 1 to 6)
and 0<@< /3, whileTy, T, andT,are the
time shares of respective voltage vectors, T,
is the sampling period, and@is the angle
between the reference vector and the space
vector. The reference voltage 7., in Eq.(2)

and (3) is defined in terms of modulation
index mas V,.r =(2/3)m Vy.

It is worth to note that the SVM strategy
only determines the time shares of space
vectors and does not identify the order in
which they are applied. Moreover, the
individual time shares of T, and 77 are not
specified. Fig.5 shows the switching patterns
at sector 1.

/ 7,/2iT,/2 7,/2

upper

i | Lower

Figure (5)shows space vector PWM switching
patterns at sectorl

3. Neural network identification structure

The main advantage of ANN implementation
as a SVM is its high speed when
implemented on the IC's chip.

The back propagation neural network
structure for the model system is shown in
the Fig.(6). It consists from three layers; the

input layer, the hidden layer and the output
layer. The input layer consists of two inputs (

x1=V,r) and (x, =0) , hidden layers of N-
nodes and the output layer of three outputs
O1=17.), (»2=T7) and (ys=T1.). The
sigmoid activation functions are assigned
equally to both hidden and output layer
neurons. Equation (5) shows the relationship
between the hidden layer responses. Also, Eq.
(6) shows the output layer equations

2 N
net; = Zwy-xi , 0, = Zf(netj) (5)
i-1 i-1

3 3

net, = Zij O;, y= Zf(netk) (6)
i=1 i=1

where

i=1...,3 (Number of input),

j=1...,N (Number of node in the hidden

layer),
k=1,...,3 (Number of output),

x; = input value, O; =output hidden layer,
,and y; = output value.

Hidden layer

0j
Figure (6) Modified back propagation layer based
implement of the space vector modulation technique
for VSI

A radial basis network is a feed-forward
neural network using the radial basis
activation function. RBFs can be used for
discrete pattern classification, function
approximation, signal processing, control, or
any other application which requires a
mapping from an input to an output [8,9].
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The Radial-basis network can be regarded as
a feed-forward neural network and it consists
of three layers. The input layer accepts input
signals hidden layer is used for radial-basis
activation function and the output layer for
linear activation function.

Fig.7 shows the RBF structure used in
the present work. An RBF consists of the 2-
dimensional input X (x; =V,.rand x; =0)
being passed directly to a hidden layer.
Suppose there are ¢ neurons in the hidden
layer. Each of the ¢ neurons in the hidden
layer applies an activation function of the
Gaussian form,

(x_ﬂi)z

Ri(x) exp( (o) J(7)

where 1, and o;are the mean and spread of
the ith activation function. The output of
each hidden neuron is then weighted and
passed to the output layer. The outputs of the
network consist of sums of the weighted
hidden layer neurons. The three output of
RBF are the inverter time durations 7, ,Tj,

and T, .

R,
Figure (7) Structure of Radial Basis Function

The performance of an RBF network
depends on the number and location (in the
input space) of the centers, the shape of the
RBF functions at the hidden units, and the
method used for determining the network
weights [10].

Training a neural network is, in general, a
challenging nonlinear optimization problem.

Various derivative-based methods have been
used to train neural networks, including
gradient descent, conjugate gradients, quasi-
Newton, Levenberg and Marquardt method,
Kalman filtering, and the well-known back
propagation. Derivative-free methods,
including genetic algorithms, learning
automata and simulated annealing have also
been used to train neural networks [10, 11].
In the present work, the Levenberg and
Marquardt optimization method has been
used, which specifically adapted the
minimization of an error function that arises
from a squared error criterion of the form

E=%(§5+4§+¢3) ®)

A neural network can be trained in two
different modes: online and batch modes. The
batch mode is used here and the data used for
training the both ANN structures have been
collected from the simulation of conventional
SV modulator.

4. Induction Machine Model

Generalized Machine theory provides the
induction motor model in the form of twin
axis equations in the stator reference frame
[12]:

lq an 0 a3 auw ||l by O

Iy _ 0 ap —anw, axn Iq N 0 bz |:Vd:|
on azx 0  am  —w, || @4 0 0 |v
0y 0 apy W, o o 00
)
where,

i =an = B 179 ;13 = o = L
nooz oLy, oz ) ot L L,

aia =Aa = Lm S A = A = Ll axr =d = — i
14 23 oL L’ 31 = a4 . 33 44 .
L L
by =byp = L yo=l-—"—/7,=—
oL L. L R,

va v, :d-axis and g-axis stator voltages in stat-

ionary frame respectively.
iq iy - d-axis and g-axis stator currents in stat-

ionary frame respectively
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@4, @, - d-axis and g-axis stator currents in stat-
ionary frame respectively

R, ,R. :stator and rotor resistances

Ly, L, :stator and rotor self-inductances

L, :mutual inductance of stator and rotor

w, :electrical rotor angular velocity

5.Simulink Implementation

Figure (8) shows the Simulink model of
sector generator. The subsystem receives

three input values V,,, Vi and T. to

produce \/§V,,efTZ/VdC, which is later

necessary to generate the switching times.
Also, this block is responsible for
determining the sector number at which the
reference vector lies. First, the clock block
generates time as set by the simulation
parameters. The mod function is used to
generate a triangular wave of height and
width 27, as shown in Fig.(9).

sqri(3y ul[3]*u1Vul[2]

Fen

- 2 I
——
theta
- MATLAB MATLAB
- o
ultlw "1 Function I ! Function
Clodk - Sector Mo.
Sampling Mod{u, 2°pi} 1 +fizcfu{pisa})
Time

Figure (8) Inside subsystem of sector
generator

Mot function

20 25
angular position (rad)

Figure (9) The output of mod-function

30 35 40

The other Matlab function receive the output
of mod function and uses the built-in fix

sgri{3)"T="Vref Vdc

function to generate the sector at each 7/3,
as illustrated by Fig.(10).

Sector nurnber

I
20
angular position (rad)

Figure (10) Sector generation

5 2%

Figure (11) shows the blocks responsible for
generating the time intervals T,, T,, T,, T,

and T, .Functions, assigned T, and T, in
Fig.(11), calculate time intervals T, and T,

based on Eq.s (2) and (3).These can be
written in Matlab code as follows:

T1 =u[1]*(sin(u[3]*pi/3)*cos(u[2])-
cos(u[3]*pi/3)*sin(u[2]))

T2=u[1]*(cos((u[3]-1)*(pi/3))*sin(u[2])-
sin((u[3]-1)*(pi/3))*cos(u[2]))

Based on Fig.(5), the time intervals (7,,7;
and 7.) required to control each leg of
inverter can also be coded in Matlab as;

T =(u[41==D)*(u[1T+u[2]+u[3])+(u[4]==2)* ...
(u[1]+u[2]+uf3]) + (u[4]==3)*(u[1]+u[3])...
Hul4l==H* 1D+ (u[4]==5)*(u[1]D+ ...
(u[4]==6)*(u[1]+u[2])

Ty = (u[4]==1)*(u[1])+(u[4]==2)*(u[1]+u[2])
+Hu[4]==3)*(u[ 1 [Fu[2]+u[3])+.. ..
+(u[4]==4)*(u[1]+u[2]+u[3])+(u[4]==5)*(u[1]+u
[3D)+ (u[4]==6)*(u[1])
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Te=(u[4]==1)*(u[1]+u[3])+(u[4]==2)*(u[1]) +
(u[4]==3)*(u[1]) + (u[4]==4)*(u[1]+u[2])+
(u[4]==5)*(u[1]+u[2]+u[3])+
(u[4]==6)*(u[1]+u[2]+u[3])

Figure (11) Inside switching time generator
block

In Fig.(12), the values of time intervals
output from “Switching Time Generator”
block are compared with a triangular signal
generated from a block contains a built-in
“rem-function”. The output of this block is
shown in Fig.(13).

WATLAE

[:3 L Function Switch

In MATLAB Fon - ]
=" N ==y eSS

In2 Wan

sl ™

(o g

In4 Switch1 Ven

_ -

: oL B
(=D g | a

In5 .1z Switch2 Ven
el

In2 = ‘;G:.E%

Gain1

Figure (12) Simulink modeling of inverter

The inverter is represented by three ideal
switches. The line voltages are obtained by
comparing the outputs of switches, which are
DC levels of height £0.5V;.

output of rern function block

Figure (13) The output of rem-function

The three phase line voltages (v.,, Vs, and
Ven) are converted to quadrature voltages v,

and v, via abc2dq block shown in Fig.(14).

(233 (u]1] - {u[ZFul3]V2)
In1
e Fen out_vgs
In2
n2 (U3l u[F]Vsgrt{3) I_p®
e Fend out_wds
In3

Mz

Figure (14) abc2dq block

The quadrature voltages (v, and v;) are used

to actuate the three phase induction machine.
Figure (15) shows the complete Simulink
portrait of the SV-actuated induction
machine. The figure also shows the
interconnection of N.N-based modulator with
the conventional SV block. The switches at
the input of the inverter will connect the
actual SV modulator to induction motor at
training mode and then divert the actuating
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action to neural-based modulator when the
learning process has been accomplished.

Swiching time
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Figure (15) Simulink model of Neural Network-based Space Vector Modulation

6. Simulated Results:

A simulated MATLAB-based space vector
modulator is used to generate the data
required to train the network using back
propagation and radial basis algorithms. In
the training mode stage, the N.N modulator
is fed by the same excitation input to the
actual SVM scheme (7,.,, 6) and with the

same timing sequence generated from actual
space vector modulator (Ta, Th and Tc).
These algorithms has been built utilized the
MATLAB N.N Toolbox. The performance
space vector modulator-based induction
machine has evaluated based on harmonics
level and the capabilities of both modulators
to work properly under variations of
converter dc voltage. The system parameters
are list in Table (1).

Table (1): Definition of system parameters and

their values
Parameters | Definition Value
P Power rated 746Kw
V Voltage rated 380V
N, RPM and pole 1500rpm,
R Stator resistance 3350
R, Rotor resistance 1.99.02
Ly Stator inductance 6.94mH
L, Rotor inductance 6.94mH
L, Mutual inductance | 163.73mH
f Frequency 50Hz
AR RS
m Modulation index 0.6
P Numberof pole 4

Figure (16) and (17) show the speed

response and switching time due to actual and
learned SVMs. It is worthy to mention that
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for these simulations the value of DC voltage
has been set to V;,=400 V (i.e., V,.s would
equal to 160 V.). It is clear from Fig. (16)
that how well the speed response based on
BP learning tracks the actual speed, while
there is a small deviation in case of
application of RB-based SVM, especially is
the machine startup. This argument can be
clearly seen using the switching time plot
(Fig.(17)). The switching time based on the
BP learning is approximately coincident with
those of actual switching times, while that
with RB learning is much deviated from the
actual one.

To account for variation of voltage source
due to load changes, the actual SVM has
been fed with a random noise of 160 V mean
and variance 42.42 V as depicted in Fig.(18).
Then, the two neural schemes are allowed to
be learned under such noisy input.

The noise-learned identifiers are allowed
to excite the induction machine with
different values of source voltages (V,;.=400,
375, 350 and 325 V). Based on Eq.(2), the
reference voltage will be (160, 150, 140, 130
V), respectively.

It is evident from Fig.(19) and (20) that
both schemes could successfully drive the
induction ~ machine  under  V,;.=375
(Vs =150). However, a little degradation in
both speed responses of neural-driven motor.
But, the RB-based scheme shows speed
characteristics closer to actual system than
its counterpart.

At a further decrease in source voltage
(V4c=350 or V,r=140), the BP-based
identifier would lack the ability to drive
motor. Meanwhile, the other identifier still
gives a good switching time and speed
response characteristics (see Fig. (21) and

Fig. (22)).

Motor speed [Vref=160]
400 T

A
300

o

200 /

—SVM

—BP SVM
0 —RB SVM
0 1 15
q’5 time(sec)
Motor speed [Vref=160]
L]
360 —
/
350
/
/ /
340
L=
330
320 —swMm
_— —BP SVM
310 —RB SVM

0.49 0.5 0.51 0.52 0.53 0.54 0.55

Figure (16) motor speed for three types of SVM
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J Y

1 2 3 4 5 6 7 8
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=
o
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=

Figure (17)Switching time T, for three types of SVM
at V.. = 160.

If the source voltage is decreased to a
level of V;.=325 (V,.r=130), one can see
from Fig.(23) and Fig.(24) that the RB-
identifier cannot drive the system at all. In
other words, the neural-learned modulator
cannot supply the motor with sufficient
actuating voltage to rise up its speed.
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Figure (18) Learning of neural schemes under
random noise input
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Figure (20) Switching time T, for three types of
SVM at Vref b 150
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Figure (21) motor speed for three types of SVM
at Vyr = 140
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Figure (22) Switching time T, for three types of SVM
atV,.r = 140.
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Figure (24) Switching time T, for three types of SVM
at V.. = 130.

7. Conclusion: One can conclude from the
above results that both neural space vector
modulation could successfully represent the
actual SV modulator. Moreover, the RB-
based modulator can outperform its BP
counterpart and it shows more robust
characteristics when the system parameter
change far from nominal value.
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Abstract:

The relatively new field of Multiwavelets
shows promise in removing some of
limitation of wavelets. This paper introduces
a new human face recognition using the
combination of Multiwavelet transform
(MWT) and multidimension-Two Activation
Function Wavelet Network (MD-TAFWN).
After taking the MWT of the image it is
required to divide the approximate quarter
into four parts and rearrange them in 3D
form. Next, this 3D data will be feed into a
proposed MD-Two Activation Function
Wavelet Network, this is for face image. For
fingerprint image is required to divide the
approximate quarter into four parts and
rearrange them in 3D form. Next, this 3D
data will be feed into a proposed MD-Two
Activation Function Wavelet Network. The
proposed transform is considered as a feature
extractor of the decomposed reference
images with different frequency sub bands,
and amid-range frequency sub band for data
image to the representation of the given
image. Evaluations have generally shown
that the technique of the combination for
Discrete Multi-wavelet Transform (DMWT)
and the Two Activation Function Wavelet
Network (MD-TAFWN) is interesting and
promising. The results obtained showed that
the combination technique outperform. Other
conventional method that use a given
transform with neural Network (NN). It
results in a perfect recognition of 100% to a
data base consists of 100 human face images.
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College of Engineering College of Engineering
University of Basrah
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Keywords: Biometric, Multiwavelet, Wavelet
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1. Introduction

Face and fingerprint tracking and
recognition are important parts of our daily
lives. Tracking an object under time varying
position and orientation is a basic ability of
the human visual system [1]. Studies [1]
show that infants are, in some way,
preprogrammed to recognize and pay
attention to faces more than other objects.
Throughout our lives people present their
face as a form of recognition in person and
through the use of photo recognition cards
such as a driver's license or passport. Since
face and fingerprint recognition are so
pervasive in the natural world, it is
reasonable to consider faces and fingerprint
as a means for recognition using machines.

So far, robust algorithms to perform
automated face and fingerprint tracking and
recognition in unconstrained environments
have not been achieved. To further
complicate matters, psychology suggests that
the principal means of recognition used by
humans changes from a primarily feature-
based method in childhood to a primarily
holistic-based method in adulthood [1].
Which method, if either, will work best in an
automated recognition system? A great
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wealth of research has been done in many
fields to determine how to best track and
recognize faces, how to simulate (or surpass)
human face tracking and recognition
performance [2], and how to overcome
difficulties that hinder the development of
automated face tracking and recognition.
There are several imaging modalities: video,

infrared, and three dimensional (3D)
scanning.  Although there has been
tremendous research in video, other

modalities deserve attention [4]. Many issues
hinder research efforts in the field of face
and fingerprint recognition. Variation exists
in every imaging modality used, and finding
fast, simple algorithms that are robust to
variation is difficult (as evidenced by years
of research). Categorizing the variation may
be helpful in the development of effective
face and fingerprint recognition algorithms.
Intrinsic  sources of variation include
identity, facial expression, speech, gender,
and age [1].

Extrinsic sources of variation include
viewing geometry, illumination, imaging
processes, and other objects. Viewing

geometry includes pose changes, either by
the observer or the object to be recognized;
illumination changes include shading, color,
self-shadowing, and specula highlights;
imaging  process  variations include
resolution, focus, imaging noise, sampling
technique, and perspective distortion effects;
variation from other objects include
occlusions, shadowing, and indirect
illumination. These sources of variation may
or may not hinder the recognition process
depending on which algorithm is used. It is
possible that the variation due to factors such
as facial expression, lighting, occlusions, and
pose is larger than the variation due to
identity [1,3]. That makes identification
under such varying environments a difficult
task. However, human proficiency at face
recognition [5] has motivated enormous
research in this area despite these challenges.
(The ability of humans to recognize faces is

also an actively researched field with widely
varying results depending on numerous
factors. Many reviews of face recognition are
available [6, 7, 8, 9, 10]. Samal and lyengar
(1992) [8] describe several techniques they
refer to as nonconnectionist. Most of these
techniques operate on 2D images and are
concerned  with  finding intra-feature
distances, angles, and areas.

A complementary survey by Valentin et
al.  (1994) [9] covers connectionist
(statistical) methods of face processing.
Connectionist methods of face processing
usually take 2D image data and work with
pixel values of entire face images (instead of
extracting features from a subset of the total
pixels for an image as is done in
nonconnectionist approaches). Because full
images are used in these techniques, the
relationships between features within the
image, texture, and shape information are
preserved. Nonconnectionist and
connectionist techniques are also called
geometrical and statistical respectively [7,10,
11]. Chellappa et al. (1995) [6] draw the
following conclusions: 1) The upper parts of
the face should play a dominant role in
recognition, 2) Eigenface and feature point
based methods are currently the most
developed and should undergo additional
testing in realistic situations with thousands
of faces, 3) Neural approaches should be
developed further and should be tested on
much larger databases. The approaches cited
in this survey use between 16 and 80 faces.

2. Proposed method for Multi-biometric
Identification
2.1 Training Method

1. Input seven images for each person (three
face images, two right thumb fingerprint
images and two left thumb fingerprint
images) figure (1).
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2. Take the multiwavelet transform (MWT)
using (GHM) for each image.

3. Take (L2L2) only of the (MWT) for each
image.

4. Segment (L2L2) to four segments for each
image.

5. Take the first segment of the first person
and entered to (TAFWN) using the following
algorithm (figures (2,3,4,5,6):

a) Given an initial value of
(1,1,81,2,81,3,01,1,01,2,01,3,W1 1,W1 2,W1 3,821,822,
8.2,3,bzll,bz,z,b2,3,W2,1,W2'2,W2,3) and given an
accepted error (E=0.001).

b) Take the first row of the first segment and
entered it to (MD-TAFWN) where the input
neurons (n) equal to the number of the row
and the column of the segments(n*n) and the
hidden neurons is three and the output
neuron is one where the output equal to the
number of the person.

c¢) Since the images to the first person then
the output (Y=1) then find the error (E,).

d) Update the parameters (a, b, w) using
there update equations, then entered the
second row of the first segment and find the
error (Ez) where the output also equal to one
(Y=1).

e) Update the parameters (a, b, w) using
there update equations, then entered the third
row of the first segment and find the error
(Es) where the output also equal to one
(Y=1).

f) Continue the above procedure until reach
to the last row then find (E,).

g) Find the summation of error
(Esum:E1+E2+E3+E4+ ...... +En). then find the
mean of the error where (Emean=0.5*Esum).

h) If (Emean> Ewn) then the above procedure
return until (Emean< Etn) at this point finishing

and take the last parameters (a,b,w) (vector
18*1) as an initial to the second segment of
the same image.

i) Apply the above procedure on the second
segment and then third and then fourth
segment where the last value of parameters
used as an initial for the next segment until
finished the fourth segment then the final
parameters (a, b, w) (vector 18*1) used an
initial for irst segment of the second image of
the person one (N=1 and Y=1).

6. Take (L2L2) of the second image of person
one (N=1) and applied step (5) on it then the
last parameters (a, b, w) used as an initial to
the third image of person and applied also
step (5) on it then the last parameters
(a1,1,81,2,81,3,01,1,01,2,01,3,W1,1,W1 2,W1 3,821,822,
32,3,bzyl,b2,2,b2,3,W2,1,W2,2,W2,3) (VECtOI’ 18*1)
used as a represented to the person one, this
mean that three image of one person can be
represented only by vector (18*1).

7. Applied steps (5,6) on the four images of
the fingerprint of the person one where also
used the output (Y=1) where the result the
person number one can be represented by two
vectors (18*1) one for the face of the person
and the other represented the fingerprint
(right and left thumbs) of the person therefore
person one represented by vector (36*1) then
save it in database matrix.

8. Take seven images of the second person
and applied steps (5,6,and 7) on it then save
it’s vector (36*1) where the output become
(Y=2).

9. Completed the images of each persons and
applied the above procedure on it where the
output (Y=3,4,5....M) where (M) represented
number of persons, at the end a database
matrix (36*M) saved.
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2.2 Testing Method

1) Input seven images (three images for face
and four images for fingerprint (two for the
right thumbs and two for the left thumbs))
for the person.

2) Taking (MWT) using (GHM) method for

each image.

3) Taking (L2L2) only and segment it for
four segment for the face image and for

sixteen segments for the fingerprint images.

4) Select randomly one row from each
segment and entered it to (TAWN) where
used the parameters of the database matrix of
training method then find the error with each

person the minimum error which or less than

threshold value (t) then the image
represented  this  person, this result
represented score one (S1) (for face

identification), and score two (S2) (for
fingerprint identification).

5) If (S1=person N) and (S2=person N) then
the result is person N but if (S1=person N)
and (S2=person M) then if the percentage of
S1 more than S2 then the person is N but if
the percentage of S2 more than S1 then the
person is M. (figure (7)).

6) The above procedure is for identification,
in case of verification the same procedure
can be done but in step four used the column
of parameters of the database which

if
(S1=claimed person) and (S2=claim person)
then the if

(S1=claimed person) and (S2=unclaimed

represented the claimed person then

result is this person but

person) and used AND configuration then

the result is failure.(figure (8))

3. Evaluation Tests

To perform recognition experiments we first
need to create two sets of images: training
and testing. Training images are used to
generate a data base matrix saved to
recognition the test images where in proposed
method used three face images and four
fingerprint image for each thimb for each
person for training, test images are a set of
range images of faces we wish to identify.
Any subject we wish to identify must have at
least one facial range image in the training
data set. The faces and fingerprint in the test
range images need not have the same facial
expressions as those in the training data set.
Each test image is then reshaped as a column
vector where in proposed method used vector
(18*1) to represented all the three face
images of the same person and other vector
(18*1) to represented the four fingerprint
images of the same person therefore each
person can be represent only by vector (36*1)
also the database matrix will be (36*M)
where (M) is the number of identification
person. Any input test image applied the
same procedure on it then make a correlation
with the data base matrix in order to get on
the maximum value of this matrix means that
the test face and fingerprint images
represented the person who the maximum
value lied in his column where each column
in the data base matrix represented one
person.
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Cumulative Match Characteristic (CMC)
curve shown in figure (9) for identification
and the receiver operating characteristic
(ROC) curve shown in figure (10) for
verification where the same procedure used
but the comparison made with the column of
the claimed person.

Table (1) and table (2) using the OR and
AND  configuration  respectively  to
identification

4. Conclusions

It was shown throughout this paper that
proposed combination had a great impact on
the capabilities of all image techniques.
Method of person identification was
implemented and tested based upon the
proposed combination. This paper introduced
a combining of the Discrete Multi-wavelet
Transform (2D-DMWT) of Repeated Row
Algorithm (RRA) and the Multi-dimension
Two Activation Function Wavelet Network
(MD-TAFWN) the advantage of this method
can be summarized as follows:

1) The combined technique achieved an
excellent result of 100%.

2) This method can give an excellent
representation of the data images as well
as reduce the huge information obtained
as a matrix to a vector one.

3) This proposed combination is important
in many applications particularly when
the high data rate is required and when a
limited bandwidth or small memory is

available.
This achieved by the excellent
combination between Multiwavelet

Transform and Two Activation Function
Wavelet Network where (MWT) given a

good image with reduced any external effect
such as noise or illustration and with
minimum size and without loss any
information from the image also (TAFWN)
given an excellent feature extraction vector
represented the input image where an image
(128*128) can be represented by (18*1)
vector only. Also the segmentation of the
image before entered to the (TAFWN)
reduced the effect of the facial expression.
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Figure (2) The Mechanization of the Proposed Algorithm for face identification.
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Figure (3) The Mechanization of the Proposed Algorithm for fingerprint identification.
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Figure (4) The Mechanization of the Proposed Algorithm of TAFWN.

153



ECCCM 2011, January 30 - 31, 2011 University of Technology
Control and Systems Engineering Department Baghdad-Iraq

Figure (5) The block diagram of the Proposed Algorithm of TAFWN.
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Figure (6) The block diagram of the Proposed Algorithm.
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Figure (7) The block diagram of the test identification Proposed Algorithm.
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Figure (8) The block diagram of the test verification Proposed Algorithm.
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Figure (10) The receiver operating characteristic (ROC) curve.
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Training Images Test Input FPI
Images confirmation

Input FI
confirmation

% Correctly
identification

150

H

w

60 480 4 3 100%
800 3 2 87.3%
200 3 2 89.2%
800 2 1 83.4%
480 2 1 84.7%
800 4 2 97.4%
200 4 1 99.1%
480 3 3 95.6%
200 3 3 96.2%

Table (1) Training and Test images with correctly identification using the OR
configuration.

Training Images  Test Images Input FPI Input FI % Correctly identification
confirmation confirmation

Table(2) Training and Test images with correctly identification using the AND
configuration.
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Abstract
Practical hydraulic control systems are
nonlinear, high-order and parameters

sensitive systems. On the other hand, usually
the customer demands are difficult to achieve
without some type of tradeoffs among these
demands. Therefore, the burden of designing
an optimal controller will be so complicated,
and a suboptimal controller seems to be
preferable. However, the validation of such
design requires a detailed mathematical
model of the hydraulic system and actual
values of parameters. In this paper, a
mathematical model of a hypothetical
hydraulic system is derived first. Then after,
for the linearized model, a suboptimal
controller is designed based on the LQR
techniques. A Simulink model of the
overall controlled system is utilized to
simulate the closed-loop performance.

The stable very fast response indicates the
validity of the proposed procedure of design.

Keyword: LQR Linear quadratic regulator
,EHS Electro hydraulic system

1. Introduction:

In solving problems of optimal control
systems, one may have the goal of finding a
rule for determining the present control
decision, subjected to certain constraints,
which will minimize some measure of a
deviation from ideal behavior. Such a
measure is usually provided by a criterion of
optimization, or performance index.

Dr. Eman S. Kareem
Electromechanical Department
University of Technology
dr_esk 71@yahoo.com

A performance index is a number,
which indicates the “goodness” of system
performance. The performance index is
important because it, to a large degree,
determines the nature of the resulting
optimal control. In other words, the
resulting control may be linear, nonlinear,
stationary, or time —varying, depending on
the form of the performance index. [1]

Electrohydraulic systems (EHS), have
been used in industry in a large number of
applications, due to their size-to-power
ratio, and the ability to apply very large
force and torque. However, the dynamics
of hydraulic systems are highly nonlinear.
The system may be subjected to non-
smooth and discontinuous, nonlinearities
due to control input saturation. Moreover,
directional change of valve opening,
friction, and valve overlap are affecting
the operation [2]. Therefore, it is
necessary to simulate the hydraulic actual-
like system using its representative
mathematical model. This should describe
the dynamic of the hydraulic directional
proportional valve and the cylinder unit of
the hydraulic driver. A conventional
controller has been designed using
suboptimal control theory; as the results
were within the required accuracy.

2. Mathematical Modeling of
Electrohydraulic System:

The position electrohydraulic
servomechanism consists of two parts [3];
the electro hydraulic proportional valve
(proportional solenoid with stroke—to—
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current relationship), and a hydraulic
driven unit cylinder. The output signal of
this system is the position of the hydraulic
cylinder piston, while the control signal is
the output current of an electrical
amplifier unit. Figure (1) shows the
schematic of the proposed hydraulic
system. The directional proportional valve
converts the electrical signal to a
translation motion, which in turn directs
the position of the controlled sliding lever
of the valve to control the fluid flow in a
hydraulic cylinder. As a result, the
hydraulic piston moves to translate the
cylinders to the required position. With
such description, if this control chain is
closed through any type of position
sensors, then a servo hydraulic system is
obtained. However, the degree of
complexity of the system is deliberately
chosen to be near enough to practical
systems.

2.1 Proportional Directional Valve
Modeling

A proportional directional valve with
electric feedback consists of the housing, two
proportional  solenoids, and inductive
positional transducer. An electrical amplifier

of a linear gain K, characteristic is used. It

is defined by the ratio of the electrical output
current (solenoid current) i(mA) to the input
voltage signal ug(volt) for given load.
Moreover, it is supposed that the current has
no ripples, and the amplifier output signal U
is the system control input. It is constrained

as U e (U 0+t a0, Which actuates

the hydraulic system. The value Upmax is the
maximum permissible value of the signal
before saturation occurs. This means that the
amplifier model will be as a nonlinear
saturation element of gain K; and +Upax
(volt) cutoff values.

Qs

Figure (1) schematic diagram of hydraulic
system

In the solenoid unit, the fixed solenoid
performs magnetic field of constant boosting,
while the movable solenoid represents an
electrical load of the electronic amplifier.
The position of the moveable solenoid

d,(mm) is a function of the current
passing through it. A first order lag transfer
function for the solenoid circuit can be used
to model this electrical circuit, i.e.

i(s) 1

u(s) (T;s+1) 1)
Where T, is the solenoid time constant.

The translation motion of the solenoid
together with the mechanical part in the
proportional valve can be represented by the
following transfer function.

i(5)  (Ts+D)(T,s+0)
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Where Ky, is the proportional valve gain T;

and T are two time constants. Lff ¢ &7 7 Rigt
af

If the position of the sliding lever d(mm) is

proportional to the movement of the movable
Solenoid then the total transfer function for
the proportional valve with mechanical
constraints on the sliding lever movement for
+ od(mm) becomes

6,(5)= % o
(Ts+) (Ts+) (T,s+1)(T,s+1)

However, due to the shelter of the sliding
lever and the passive resistivity of sealing an
overlap is expected as shown in figure 2.

Such overlap can be simply modeled by a
dead-zone with saturation nonlinearity of

20 Sensitivity bandwidth and of a gain K,
[2]. Therefore, the output of this hydraulic
proportional valve will be defined as

0
ik

<0

df>4

n !

2.2 Hydraulic Cylinder Modeling

It is known that the hydraulic cylinder can
be represented in general by a third order
differential equation [4, 5, and 6]. However,
the nature of this equation (linear or
nonlinear) and its coefficients depend on the

piston shape and dimensions, fluid
properties, the used pressure and sealing
performance.

In this paper, a hydraulic cylinder of non-
equal piston chambers will be considered,;
see figure 1. As it can be seen the piston area
of the controlled pressure chamber, is greater
than the area of the uncontrolled pressure
chamber. For the considered piston chambers
(the subscript 1lis used for uncontrolled
pressure chamber, and the subscript 2is used
for controlled pressure chamber) the
continuity relations are

0 - T +dm)
26
|
Figure 2 Overlap mode] 2]
av, v, dP
-C C, P—— - — 5
Ql |p( ) dt ﬂ dt ()
av, V dP,
-Q,-C, Coly=—t+-t =2 6
QZ |p( ) dt ﬂ dt ()
where:

- Q,Q, are the volumetric flow rates. (

m7sec)
- are the pressure. (N
P]_:Pz p (%n3)
-V,,V, are the volumes. (m®)

- Cy, is the internal cross part leakage
coefficient of piston. (m*.sec*.pa™)

-C,, is the external leakage coefficient of
piston. (m*.sec*.pa™)

- B s the effective bulk modulus.( %3 )
If the initial volumes for the two chambers

are denoted by V, andV,, then the

instantaneous volumes as a function of the
piston movement Y are given by

Vl(y) :Vo1 +Azy
Vz(y) :V02 +A1y (7)

where chambers effective area are given by
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T
Al = Z[d§ - dlz]

—d;] (8)

where d;,d,, and djare piston diameters as

shown in Figure 1. The rates of change for
the chambers volume are

T
A, = Z[d32

v, _, dy

dt 2 dt )
dv, dy
—2=-A

dt dt

By subtracting equation (6) from equation (5)
and substituting for the volumes of the
chambers, the following equation is obtained

Q +Q, ~2C, (B, —P,) ~C,, (%, ~P,)
(A s A D Ve OB A dPl
dt g, dt g,
Ve OB A, 0P, 00)
gt p,° dt

Since we have,
P,~0, P =P -P,, P, =P +P,
Then,

QL =%(Q1 +Q2) =
VP, +P 1 (d) 11)

Where K p is the coefficient
orifice geometry and discharge coefficient,
p is the oil density and f(d)is the

hydraulic valve output given by equation (4).
Also,

k
£ P,-P -
J;[\/

including

dR _1dR dP,  1dR,

-——— (12)
dt 2 dt dt 2 dt
If a leakage constant C is defined by
1
C=C,+ ECep 13)
then a final equation can be written
Vv, R
0 =cp + A Votay dR (14)
dt 44, dt

where

A A +A, ’
2

For certain constant load force F,_, the load

pressure can be calculated from the principle

equation

a=A2_A1 ) Vo =V01+V02

(15)

Applying Newton's law to the forces acting
on the piston yields

md &y 0 Z ap, (16)
dt dt
where

- Y is the piston displacement (mm).
- M is the total mass of piston & the load
referred to piston (kg).
- b s the viscous damping coefficient of
piston to the load ( N.sec .m_l).

Arranging both of equation (14) and
equation (16) in one relation by eliminating
the load pressure P, yields

2
Vo+aymd y V0+ayb+c_m d—y+
4 8A i 48A dt?

A
=

Next, we define the following eight
coefficients; only two of them C,,C5 are

function of the piston displacementy .

1&[ PS_PL+ PS+PL]
7 o

4pA 1
C2: ) C ==
m(V, +ay) mc,

m b
Xl C5:X| Ce
The specified 3-order nonlinear
differential equation governs the piston

translation movement (displacementy) will
have the form

(A7)

V +ay
4pA

C,= =A ¢ =C, ¢=b (18)
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d? d?
Fz+c2[c3c8 +c7c4]T2y+

dy

C, [Ce + C7C5]E =GCC, f(d) (19)

The 4™ order transfer function of equation (3)
and the 3"-order differential equation of
equation 19 represent the complete model of
the electrohydraulic system.

3. Linearized Model

In order to design the controller via the
optimal LQR theory, we have to determine
first a linear state space model. A state vector
X(t) representing the electrohydraulic system
will have seven states, and are selected as
follows:

- The current of the movable solenoid,
x,(t) = i(MA) .

- The velocity of the movable solenoid,
X, (t) = d (mm.sec™) .

- The position of the movable solenoid,

X(t) = d, (mm).

- The position of the sliding lever,
X, (t) =d(mm).

- The dynamic load pressure,
Xs(t) = P_(Pa)

- The velocity of piston

X (t) = y'(mm.sec™)
- The position of piston, X, (t) = y(mm)

As it is mentioned in section (2.1) the
proportional value has been linearized by a
transfer function of four lags constants

T, T, T,,&T;, and total gainK,, while the
hydraulic cylinder has not yet been
linearized. For constant F_ and assumed
initial position of the piston Yy _ (the piston is
moved before any control but only due to
pressure balance), the two nonlinear

coefficient functions c, and c; can be
calculated at y =y, to obtain constant values
C,and C;. In this way, it is possible to

represent the differential equation (21) by a
transfer function of the form

K

G.(S)=—7—7"—— 20

:(®) s(s® +as+Dh) (20)
where
Kc = Clcan
a =G, (Escs +C7C4)
b = (_;2(06 +C7C5)
With the above definition for state variable
and the two transfer functions given in
equation (3) and equation (22), the linearized
model can be represented by the state
equation

—i 0 0 0 0 0 0—‘
TS
Km ,M ,L 0 0 0 0
TiT2 TiT2 T2
0 1 0 0 0 0
=l o 0 S 0
T3 T3
0 0 0 C4KC 76204C7 f62C4C6 0
0 0 0 0 = % 9
Cyq Cyq
| o 0 0 0 0 k 0]
(/75 ]
0
0
0 |u 21
0
0
0

Where k is equal to 10 (1cm = 10mm).
Finally, the nonlinear elements are modeled
in the linearized model only by their gain
K, and K, ; however it is expected that the

dead zone with saturation element may cause
unstable limit cycle or at least long regulating
time and unaccepted overshoot. Therefore, a
sort of compensation is necessary to be
included. A standard technique is to use a
dither signal.

Due to the expected sensitivity problem
of the considered hydraulic system, the
system simulation has to be carefully carried.
This in turn requires that the system
parameters must be correct to physical point
of view. To overcome such circumstances,
the numerical model is readjusted several
times based on the suitable literatures [5, 6,
and 7] to reach a final physical meaningful

164



ECCCM 2011, January 30 - 31, 2011

Control and Systems Engineering Department

University of Technology
Baghdad-Iraq

model. The final numerical values taken to
construct the hydraulic system model are
listed in Table (1) of the appendix. The
hydraulic ~ cylinder ~ parameters  and

coefficients C; are calculated and listed in

Table (2) of the appendix. For the linearized
model, the coefficient matrix, A and the input
matrix, B are calculated, see the appendix.
The eigenvalues set of the A matrix contain
one zero. Theoretically, if there is zero
eigenvalue in the linearized model, then the
stability of the nonlinear system (according
to second Lyapunov theory) cannot be
deduced from the linearized model.
However, as expected the simulation of the
open loop nonlinear electrohydraulic system
shows unstable response for arbitrary step
input.
4. Suboptimal Controller Design

For the linearized model, the linear optimal
control theory is invoked; specifically, the
infinite horizon LQR. Therefore, for this
SISO constrained system, the problem is
stated as,

2T 2
min {J(u)= [(X QX +ru“)dt}, r=1
ulcU 0
subjected to:
X'(t)=AX+Bu, X(0)=0, 4

Accordingly, a state feedback gain can be
obtained to perform this task using the
Matlab function Igr. However, first the
weight matrix Q has to be determined. Since
in this system, only the piston position of
interest, the Q matrix should have only one
non zero element g, i.e. Q has the form

Q — |:06><6 06><1:|
Oy6 q |-

Using the known thumb of rules of selecting
g, it could be possible to set a ange of values
[Omin, Omax] and based on the system
performance (the regulating time, settling
time and the maximum overshot ) one
specified value could be obtained. To reduce
the effort of such ad hoc searching, a
SIMULINK model of the system as shown in
figure (3) is set (see the appendix for the

(22)

complete electrohydraulic model), in which a
direct measure of the regulating time and
settling time is recorded for different values
of input q in the stable operation range of
values. Moreover, a Matlab m. program is
running simultaneously as a function block in
the Simulink set up to solve the LQR
problem and supplies the model with the
state feedback gain vector K. For

2x10" <q<2x10° |, the simulation reveals

that one can choose the value g =2.5x10" as
an optimal value, for which the step response
has a compatibly good response. Figure (4)
illustrates the idea of how to select specific g,
where the vertical lines represent the crossing

of 1£0.01 value. The regulating settling
time is read at the first and last vertical lines
respectively. The gain matrix k for

q=25x10"is

K:[0.1029 0.1642 1418653 263514 0.0007 0.2598 192307ﬂ

b
»
n
—b
MATLAE J 1V,
q { E'Tm m "/l L
- o/p
g m S k 2 respon
Mol e e Gy Muc?
D Bl e
o]

Figure (3) The Simulink Model illustrates how to
reach the optimal value of Output
Fﬁezponse y(t)(mm)

12b S SO S T ]
1 Y| f ;

nal-- ......... R .......... PO i
ngk.. ......... .......... ......... ......... ]
oal L .......... T ......... |
ozl ......... S .......... PO |
. : : : .

1 0oz 004 005 00g . 01
Time (sec)

Figure (4) Step response for values of
q=2.5x10’
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For implementing the optimal state feedback
control law, the position and velocity of the
movable solenoid (xo(t), x3(t)) are not
measurable while the other states are all
measurable. Therefore, a certain type of
reduced-order state estimator should be
incorporated. The general theory of design
reduced —order Luenberger observer will be
utilized [8]. The estimator uses states Xi(t),
and x4(t) to estimate X»(t), and xs(t). The
design of the estimator is performed such to
have a fast response with minimal possible
estimation errors [9]. The result is shown by
the dynamic system in figure (5), where,

{—525 84761 }

1 ~2148
o _ [586:3339  — 40071
|0 9212 |
1 0
C= 1 1/ D =0,,

¥ = hxtBu
y=CxtDu

State-Space

Figure (5) Block diagram of reduced order
Lunberger observer

Running the simulation of the complete
design electrohydraulic with state estimator
and state feedback control, we can determine
the system response. Figure (6) depicts the

output response for different input set with
the optimal value of q; the simulation time is
0.1 second. In all three cases, the output
reaches the required position within a settling
time less than approximately 0.02 second.
However, the dither signal is experimentally
decided to be with amplitude 17, and
frequency (2*pi*100); these values give the
smallest amplitude of the existing limit cycle.

Output y(t)(mm)

o1z

(1]

0.0z

0.0s

0.04

002

u] 0.0z 004 0.0& 0.0z o

(@ Time (sec)

L H i
u] 0.05 o o1s 0.z

(b) Time (sec)
1.4 T ; :
0.08 008 o1
(c) Time (sec)

Figure (6) the output response for different input
set with the optimal value of g;

a)l/p=0.1 unit step b)l/p=0.5unit step c)l/p=1 unit
step

5. Conclusions

The following points summarize the main
conclusions drawn from this research:
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1) The mathematical modeling of both of the
proportional valve and the hydraulic
cylinder and hence transfer functions are
presented, however the degree of
complexity of the system is deliberately
chosen to be near enough to practical
systems; hydraulic cylinder of non -equal
piston chambers is considered.

A suboptimal controller can be designed
for nonlinear system by applying linear
quadratic regulator (LQR) technique to a
linearized model and adjusting the
controller parameters based on nonlinear
system performance.

The dead zone element causes unstable
limit cycle, long regulating time and
unaccepted  overshoot, therefore a
conventional technique dither signal is
used.

2)

3)
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Appendix:- Table (1 & 2) Numerical values of parameters and coefficients

Table (1) Numerical values of parameters for an electrohydraulic system

symbol value Unit
K, 26 mAV™
U 300 volt
T, 2.5x107° sec.
K, 0.04 mmA™
T 2.018x10°° sec.,
T, 3.3806 x107° Sec.
Ty 8.424 x10™ sec.
o 0.1 mm
04 4 mm
K, 0.2 mmy
vV, 500 cm’
C 10° m’.sec'Pa™
d, 100 mm
d, 25 mm
d, 136 mm
P, 12 M Pa
p 2.73x10° M Pa
jﬁ 2.57x10™ m®.sec’ Pa®
m 297 kg
b 1.66 x10° N.secm™
F. 70 kN
Yo 55 mm
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Table (2) the hydraulic cylinder parameters &coefficients

Parameters
Parameters 2
& Values and units o Values and units
N coefficient
coefficients
S
2
Ay 66 cm C3 4.48x10° +6.64x107°y
A, 140 cm? Cs 4.1x10" cm® N
A 103 cm? Cy 2.88 Kg.cm ™
a
74 cm? Cs 161 N.sec.cm?®
PL 68 MPa C6 103 Cm2
Cy 8500 cm?.sec ™t Cs 0.01cm®.sec”t Pa™?
5.22 x10°(69.5+10.3y) ™ _
c, <10°(895+103y)7) ¢ 1.66x10* N.sec.cm™
C, 8207 cm2.sec

- The matrices A and B

[ —400 0 0 0 0 0 0 (400 ]
586.3339 —525.1 —14658 0 0 0 0 0
0 1 0 0 0 0 0 0
A=| 0 0 1187 -1187 0 0 0, B=| 0
0 0 0  4x107 —236.4 -243x10° 0 0
0 0 0 0 0347 559 0 0

0 0 0 0 0 10 0] 0 |
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Abstract

This paper is concerned with the
problem of boiler drum wall temperature
estimation to limit thermal stresses. The
boiler drum of AL-Mussiab thermal power
station is taken as a case study. It deals with
the fundamental issue that must be
considered when applying a linear theory (i.e
the Kalman filter) to practical non-linear
problems. The Kalman filter is applied to
estimate boiler drum wall temperature using
outer surface temperature of boiler drum wall
(measurable)  variable.  The classical
estimator (Kalman filter) is simple but it
requires a good dynamic model to give
reliable results. The numerical test results
showed that the estimator is efficient and
works well and it converges to the correct
conditions (to within £1°C) in time about
half an hour from boiler heating start up. The
estimator is robust where 100% error in
initial conditions did not seriously influence
the transient time to produce correct
estimated output.
Keywords: Boiler Drum, Kalman Filter,
temperature estimation

1- Introduction

The boiler is a major part in thermal power
stations and since the boiler is the slowest
responding part in the plant especially at
starting up, the plant response is highly
influenced by the boiler response. The
procedure of starting up and shutting down
the power station is limited by following the
procedure of starting and shutting the boiler
to prevent high thermal stresses [1,2].
Stresses in boiler equipment particularly
those of the drum during transients limit the
time taken for starting up of thermal power

Bashra Kadhim Oliewe
Control and Systems Eng. Dept.
University of Technology
bushrakad@yahoo.com

plants. Short starting up time is desired to
meet energy demand  requirements.
Furthermore boiler  drum working
environment is harsh, thus the probability of
failure in the measurement system is high.
Therefore, it is necessary to develop a state
space model and optimal estimation of states,
which would gradually improve the current
state estimates by making use of the
available on-line measurements for the drum
wall temperature. This approach can make
use of the Kalman filter procedure for
observable systems, as it is for this case.
Kalman filter represents the most widely
applied and demonstratably useful results to
emerge from the state variable approach of
“modern control theory”[3]. The Kalman
filter has been the subject of extensive
research and application, hence, orbit
determination, tracking and navigation
problems, represent probably, the first major
applications of the Kalman filter. Estimation
and control problems in industrial processes
and power systems utilized Kalman filter
extensively. It has been applied to the
estimation of temperature and prediction of
the ingot temperature in the soaking pit
operations based on other available
measurements Lumelsky [4]. A bank of
Kalman filters (one for each instrument) in
the design of an instrument failure detection
system for a pressurized water reactor (PWR)
pressurizer wasapplied byTylee[5]. A
Kalman filter with extended models to
estimate  state  variables  (unmeasured
temperatures in the glass melting furnace)
was used by Huisman, et. al. [6]. A regular
Kalman filter for continuous monitoring of
induction furnace charge temperature based
on a single furnace lining temperature
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measurement was developed by Sa’id and
AL-Kubaissy[7]. Fluerasu and Sutton[8]
designed and implemented a computer-
controlled temperature tracking system
which combines standard Proportional-
Integral-Derivative (PID), thermal modeling
and Kalman filtering of the temperature
reading in order to reduce the noise.

This paper is concerned with the
development of a practically feasible
dynamic estimator (Kalman filter) which can
be used to limit thermal stresses during
power station boiler start up. In the following
sections a mathematical model for the boiler
drum temperature is derived for the starting
up mode and the Kalman filter estimator is
developed and evaluated numerically.

2. System Description

The drum of the boiler is a thick wall
cylinder used for separating the steam from
steam-water mixture, as shown in figure (1).
It is located at the top of the boiler and it is
hanged by four hinges, two at each side and
it is manufactured from steel alloy (SA 299).
The steam-water mixture coming from riser
tubes enter the drum via a number of
cyclonics, which are used for increasing the
rate of separation process as shown in figure
(1). The separated steam is conveyed from
the drum to the super heater through a set of
pipelines. The intake points of these
pipelines are uniformly distributed along the
longitudinal direction at the top of the drum
[2].

Perforated

distribution plates
Cyclonic
separators

Steam outlet

Scrubber element
corrugated plates

Figure (1) Cross section of Al-Mussiab boiler drum.

The boiler drum is subjected to thermal
stresses due to the temperature difference
between the inner and outer surfaces of the
drum wall during starting up. Hence, the
working speed of thermal power stations is
limited by the maximum amount of
permissible thermal stresses. There are “24”
thermocouples located at different points on
the drum wall used to monitor the stresses.
The drum dimensions used in this work are
detailed in Table (1).

The structure of the proposed thermal
stress control system to be developed is
shown in figure (2). The control loop
includes the estimator which produces the
estimated values of the states and outputs for
the next moment based on the measured
values of the outputs at the current moment
and the control effort at the previous
moment.

Table (1): Drum dimensions used in this work [2].

Item Dimension
Length 15m
Inner Radius 0.9144 m
Outer Radius 1.0964 m
Thickness 0.182 m
Volume 423m°
Weight 172 ton
Controller u
Measurement
A noise
v v
Stress 15 node Boiler
evaluator Drum Model
L T
v Y System
Estimator Disturbanc
Ymeas

State T= Drum node temperature, and
Output Y=Outer surface temperature,
Control u=Input vector.

Figure (2) Boiler drum control system structure.

3. Boiler Drum Simulation Requirements

The coming sections are devoted to the
simulation and the realization of the system
shown in figure (2). The simulation is based
on M